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EDITORES DO VOLUME / EDITORS

Charles Casimiro Cavalcante
Ricardo Fialho Colares
Paulo Cezar Barbosa



Telecommunications: Advances and Trends in Transmission,Networking and
Applications

Edited by

Charles Casimiro Cavalcante
Federal University of Ceaŕa, Brazil
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Preface

In the last years, the area of telecommunications has been experiencing an effervescent period in its development. A
wide number of new strategies, techniques and applicationshave arisen from the communications-related societies.
The development has been noticed in several directions: wireless, wireline, signal processing, optics and electromag-
netics. Theoretical advances with the possibilities to turning research results and proposals into industrial/commercial
applications allowed a fertile field for improvements on many topics of telecommunications. Further, this offers a good
opportunity to focus on key developments in the area during the last years and outline emerging trends which may
drive research and industrial activities in the next years.

During the organization of the VI International Telecommunications Symposium (ITS2006), co-sponsored by
the Brazilian Telecommunication Society (SBrT) and IEEE Communications Society (COMSOC), we have had the
opportunity to reviewing papers and tutorials of several subareas in telecommunications and the privilege of knowing
how much outstanding work is being done all over the world, providing a great state-of-art of edge-like subjects.
This book is a collection of manuscripts selected from thoseones accepted for publication into the Proceedings of
the ITS2006. Since our main idea is to provide a general, didactic and deep material on hot topics, we have chosen
some of the proposals for tutorials and requested extended manuscripts for being chapters of this piece. We are deeply
indebt with the General Chairman of the ITS2006, Prof. JoãoCesar Moura Mota, by providing us the best conditions
to go further with our project. We could not forget to thank the cooperation and help of all contributors of the book,
such distinguished researchers, who have, in essence, madethis work possible. This collection is the representation
of their work and we made our best in order to allow their work to have the merit they deserve. We hope we could fit
their expectations.

This book is aimed at the advanced level and is suitable for graduate students and researchers. The material can be
used as advanced special topics to be used for independent study, for example, an introduction for graduate students
who wish to conduct research in the areas covered by the chapters of the book. Engineers may appreciate the up-to-
date tutorial exposition to timely topics. Some technologies reviewed here are being (or even already) incorporated
into commercial systems.

The book begins with a chapter by M. Debbah on wireless channel modeling and the limits of performance by
means of the use of information-theoretic tools. Such material is imprescriptible for those interested in capacity, limits
of performance and evaluation of wireless systems.

The second chapter by Suyamaet al discusses the concept of unsupervised signal processing inits different
branches. Starting from equalization of single user systems they cover up to the multiuser MIMO case the blind recov-
ering information strategies in a very general background allowing the application in different contexts of information
systems.

Chapter three, by Almeidaet al states the modeling of wireless communication systems by means of tensor ap-
proach. Such an elegant tool allows the generalization of many different problems in telecommunication into the same
framework.

Oliveira Netoet al study the problem of power control in wireless systems in Chapter four. The aspects of op-
timization of such important resource in wireless networksis discussed through a number of strategies showing the
great potential of those methods.

Chapter five by Zerlin and Nossek discusses the topic of cross-layer optimization. The rationale of such approach
differs from the most used ones by the fact of consideration of the interrelations among the different layers of the
system to provide a global gain of performance.

The very updated subject of power line communications is covered by M. V. Ribeiro in chapter six. The importance
of such information transmission strategy is discussed by means of the different possibilities of handling with the main



VI Preface

issues which arise in such systems as well as the countermeasures for them, based on intelligent signal processing,
such as fuzzy filtering.

B. Dorizzi covers in Chapter seven the most advanced trends in biometrics for user recognition. This subject has
been receiving an increasing interest of researchers from several countries and different communities (e.g. biomedical,
signal processing, machine learning, communications) dueto the great impact such techniques and applications have
into access control and monitoring. The tutorial presentedhere states the state-of-art of those methods.

Finally, Rodrı́guez-Esquerreet al in Chapter eight discuss about the devices and applicationsof photonic structures.
The number of possible applications, e.g. couplers, wave guides and lasers, makes this topic a very important one in
telecommunication, specially when we are observing the convergence of very different services in telecommunications
requiring very high data rates.

Fortaleza Ceará, Brazil, Charles Casimiro Cavalcante
September, 2006 Ricardo Fialho Colares

Paulo Cezar Barbosa
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Information Theory and Wireless Channel Modeling

Mérouane Debbah1

Mobile Communications Group, Institut Eurecom, 2229 Routedes Cretes, B.P. 193, 06904 Sophia Antipolis CEDEX, France
debbah@eurecom.fr

1.1 Introduction

The problem of modelling channels is crucial for the efficient design of wireless systems [1, 2, 3]. The wireless
channel suffers from constructive/destructive interference signaling [4, 5]. This yields a randomized channel with
certain statistics to be discovered. Recently ([6, 7]), theneed to increase spectral efficiency has motivated the use
of multiple antennas at both the transmitter and the receiver side. Hence, in the case of i.i.d Gaussian entries of the
MIMO link and perfect channel knowledge at the receiver, it has been proved [8] that the ergodic capacity increase
is min(nr,nt) bits per second per hertz for every 3dB increase (nr is the number of receiving antennas andnt is the
number of transmitting antennas) at high Signal to Noise Ratio (SNR)1. However, for realistic2 channel models, results
are still unknown and may seriously put into doubt the MIMO hype. As a matter of fact, the actual design of efficient
codes is tributary of the channel model available: the transmitter has to know in what environment the transmission
occurs in order to provide the codes with the adequate properties: as a typical example, in Rayleigh fading channels,
when coding is performed, the Hamming distance (also known as the number of distinct components of the multi-
dimensional constellation) plays a central role whereas maximizing the Euclidean distance is the commonly approved
design criteria for Gaussian channels (see Giraud and Belfiore [9] or Boutros and Viterbo [10]).

As a consequence, channel modelling is the key in better understanding the limits of transmissions in wireless
and noisy environments. In particular, questions of the form: “what is the highest transmission rate on a propagation
environment where we only know the mean of each path, the variance of each path and the directions of arrival?” are
crucially important. It will justify the use (or not) of MIMOtechnologies for a given state of knowledge.

Let us first introduce the modelling constraints. We assume that the transmission takes place between a mobile
transmitter and receiver. The transmitter hasnt antennas and the receiver hasnr antennas. Moreover, we assume that
the input transmitted signal goes through a time variant linear filter channel. Finally, we assume that the interfering
noise is additive white Gaussian.

TxRx

Fig. 1.1.MIMO channel representation.

The transmitted signal and received signal are related as:

1 In the single antenna Additive White Gaussian Noise (AWGN) channel, 1 bit per second per hertz can be achieved with every
3dB increase at high SNR.

2 By realistic, we mean models representing our state of knowledge of reality which might be different from reality.
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y(t) =

√
ρ

nt

∫
Hnr×nt(τ, t)x(t − τ)dτ + n(t) (1.1)

with

Hnr×nt(τ, t) =

∫
Hnr×nt(f, t)e

j2πfτdf (1.2)

ρ is the received SNR (total transmit power per symbol versus total spectral density of the noise),t, f andτ denote
respectively time, frequency and delay,y(t) is thenr × 1 received vector,x(t) is thent × 1 transmit vector,n(t) is
annr × 1 additive standardized white Gaussian noise vector.

In the rest of the paper, we will only be interested in the frequency domain modelling (knowing that the impulse
response matrix can be accessed through an inverse Fourier transform according to relation 1.2). We would like to pro-
vide some theoretical grounds to model the frequency response matrixH(f, t) based on a given state of knowledge. In
other words, knowing only certain things related to the channel (Directions of Arrival (DoA), Directions of Departure
(DoD), bandwidth, center frequency, number of transmitting and receiving antennas, number of chairs in the room...),
how to attribute a joint probability distribution to the entrieshij(f, t) of the matrix:

Hnr×nt(f, t) =




h11(f, t) . . . . . . h1nt(f, t)
... . . . . . .

...
... . . . . . .

...
hnr1(f, t) . . . . . . hnrnt(f, t)




(1.3)

This question can be answered in light of the Bayesian probability theory and the principle of maximum
entropy. Bayesian probability theory has led to a profound theoretical understanding of various scientific areas
[11, 12, 13, 14, 15, 16, 17, 18] and has shown the potential of entropy as a measure of our degree of knowledge
when encountering a new problem. The principle of maximum entropy3 is at present the clearest theoretical justifica-
tion in conducting scientific inference: we do not need a model, entropy maximization creates a model for us out of the
information available. Choosing the distribution with greatest entropy avoids the arbitrary introduction or assumption
of information that is not available4. Bayesian probability theory improves on maximum entropy by expressing some
prior knowledge on the model and estimating the parameters of the model.

As we will emphasize all along this paper, channel modellingis not a science representing reality but only our
knowledge of reality as thoroughly stated by Jaynes in [20].It answers in particular the following question: based on
a given state of knowledge (usually brought by raw data or prior information), what is the best model one can make?
This is, of course, a vague question since there is no strict definition of what is meant by best. But what do we mean
then by best? In this contribution, our aim is to derive a model which is adequate with our state of knowledge. We
need a measure of uncertainty which expresses the constraints of our knowledge and the desire to leave the unknown
parameters to lie in an unconstrained space. To this end, many possibilities are offered to us to express our uncertainty.
However, we need an information measure which is consistent(complying to certain common sense desiderata, see
[21] to express these desiderata and for the derivation of entropy) and easy to manipulate: we need a general principle
for translating information into probability assignment.Entropy is the measure of information that fulfills this criteria.
Hence, already in 1980, Shore et al. [21] proved that the principle of maximum entropy is the correct method of
inference when given new information in terms of expected values. They proved that maximizing entropy is correct in
the following sense: maximizing any function but entropy will lead to inconsistencies unless that function and entropy
have the same maximum5. The consistency argument is at the heart of scientific inference and can be expressed through
the following axiom6:

3 The principle of maximum entropy was first proposed by Jaynes[12, 13] as a general inference procedure although it was first
used in Physics.

4 Keynes named it judiciously the principle of indifference [19] to express our indifference in attributing prior valueswhen no
information is available.

5 Thus, aiming for consistency, we can maximize entropy without loss of generality.
6 The consistency property is only one of the required properties for any good calculus of plausibility statement. In fact, R.T Cox

in 1946 derived three requirements known as Cox’s Theorem[22]:

• Divisibility and comparability: the plausibility of of a statement is a real number between 0 (for false) and 1 (for true)and is
dependent on information we have related to the statement.

• Common sense: Plausibilities should vary with the assessment of plausibilities in the model.
• Consistency: If the plausibility of a statement can be derived in two ways, the two results should be equal.



1 Information Theory and Wireless Channel Modeling 3

Lemma 1. If the prior informationI1 on which is based the channel modelH1 can be equated to the prior information
I2 of the channel modelH2 then both models should be assigned the same probability distributionP (H) = P (H1) =
P (H2).

Any other procedure would be inconsistent in the sense that,by changing indices 1 and 2, we could then generate
a new problem in which our state of knowledge is the same but inwhich we are assigning different probabilities.
More precisely, Shore et al. [21] formalize the maximum entropy approach based on four consistency axioms stated
as follows7:

• Uniqueness: If one solves the same problem twice the same waythen the same answer should result both times.
• Invariance: If one solves the same problem in two different coordinate systems then the same answer should result

both times.
• System independence: It should not matter whether one accounts for independent information about independent

systems separately in terms of different densities or together in terms of a joint density.
• Subset independence: It should not matter whether one treats an independent subset of system states in terms of a

separate conditional density or in terms of the full system density.

These axioms are based on the fundamental principle that if aproblem can be solved in more than one way, the results
should be consistent. Given this statement in mind, the rules of probability theory should lead every person to the same
unique solution, provided each person bases his model on thesame information.8

Moreover, the success over the years of the maximum entropy approach (see Boltzmann’s kinetic gas law, [23]
for the estimate of a single stationary sinusoidal frequency, [14] for estimating the spectrum density of a stochastic
process subject to autocorrelation constraints, [24] for estimating parameters in the context of image reconstruction
and restoration problems, [25] for applying the maximum entropy principle on solar proton event peak fluxes in order
to determine the least biased distribution) has shown that this information tool is the right way so far to express our
uncertainty.

Let us give an example in the context of spectral estimation of the powerful feature of the maximum entropy
approach which has inspired this paper. Suppose a stochastic processxi for which p + 1 autocorrelation values are
known i.eE(xixi+k) = τk, k = 0, ..., p for all i. What is the consistent model one can make of the stochastic process
based only on that state of knowledge, in other words the model which makes the least assumption on the structure of
the signal? The maximum entropy approach creates for us a model and shows that, based on the previous information,
the stochastic process is apth auto-regressive (AR) order model process of the form [14]:

xi = −
p∑

k=1

akxi−k + bi

where thebi are i.i.d zero mean Gaussian distributed with varianceσ2 anda1, a2, .., ap are chosen to satisfy the
autocorrelation constraints (through Yule-Walker equations).

In this contribution, we would like to provide guidelines for creating models from an information theoretic point of
view and therefore make extensive use of the principle of maximum entropy together with the principle of consistency.

1.2 Some Considerations

1.2.1 Channel Modelling Methodology

In this contribution, we provide a methodology (already successfully used in Bayesian spectrum analysis [23, 17]) for
inferring on channel models. The goal of the modelling methodology is twofold:

7 In all the rest of the document, the consistency argument will be referred to as Axiom 1.
8 It is noteworthy to say that if a prior distribution Q of the estimated distribution P is available in addition to the expected values

constraints, then the principle of minimum cross-entropy (which generalizes maximum entropy) should be applied. The principle
states that, of the distribution P that satisfy the constraints, one should choose the one which minimizes the functional:

D(P, Q) =

Z

P (x)log

„

P (x)

Q(x)

«

dx

Minimizing cross-entropy is equivalent to maximizing entropy when the priorQ is a uniform distribution. Intuitively, cross-
entropy measures the amount of information necessary to change the priorQ into the posteriorP . If measured data is available,
Q can be estimated. However, one can only obtain a numerical form forP in this case (which is not always useful for optimization
purposes). Moreover, this is not a easy task for multidimensional vectors such as vec(H). As a consequence, we will always
assume a uniform prior and use therefore the principle of maximum entropy.
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• to define a set of rules, called hereafterconsistency axioms, where only our state of knowledge needs to be defined.
• to use a measure of uncertainty, called hereafterentropy, in order to avoid the arbitrary introduction or assumption

of information that is not available.

In other words, if two published papers make the same assumptions in the abstract (concrete buildings in Oslo
where one avenue...), then both papers should provide the same channel model.

To achieve this goal, in all this document, the following procedure will be applied: every time we have some in-
formation on the environment (and not make assumptions on the model!), we will ask a question based on that the
information and provide a model taking into account that information and nothing more! The resulting model and
its compliance with later test measurements will justify whether the information used for modelling was adequate
to characterize the environment in sufficient details. Hence, when asked the question, “what is the consistent model
one can make knowing the directions of arrival, the number ofscatterers, the fact that each path has zero mean and
a given variance?” we will suppose that the information provided by this question is unquestionable and true i.e the
propagation environment depends on fixed steering vectors,each path has effectively zero mean and a given variance.
We will suppose that effectively, when waves propagate, they bounce onto scatterers and that the receiving antenna
sees these ending scatterers through steering directions.Once we assume this information to be true, we will construct
the model based on Bayesian tools.9.
To explain this point of view, the author recalls an experiment made by his teacher during a tutorial explanation on
the duality behavior of light: photon or wave. The teacher took two students of the class, called here A and B for

(1) (2)

(1’)

(2’)

(3’)

Fig. 1.2.Duality wave-corpuscule?

simplicity sake. To student A, he showed view (1’) (see Figure 1.2) of a cylinder and to student B, he showed view
(2’) of the same cylinder. For A, the cylinder was a circle andfor B, the cylinder was a rectangle. Who was wrong?
Well, nobody. Based on the state of knowledge (1’), representing the cylinder as a circle is the best one can do. Any
other representation of the cylinder would have been made onunjustified assumptions (the same applies to view (2’)).
Unless we have another state of knowledge (view (3’)), the true nature of the object will not be found.

Our channel modelling will not pretend to seek reality but only to represent view (1’) or view (2’) in the most
accurate way (i.e if view (1’) is available then our approachshould lead into representing the cylinder as a circle
and not as a triangle for example). If the model fails to comply with measurements, we will not put into doubt the
model but conclude that the information we had at hand to create the model was insufficient. We will take into account
the failure as a new source of information and refine/change our question in order to derive a new model based on
the principle of maximum entropy which complies with the measurements. This procedure will be routinely applied
until the right question (and therefore the right answer) isfound. When performing scientific inference, every question
asked, whether right or wrong, is important. Mistakes are eagerly welcomed as they lead the path to better understand

9 Note that in Bayesian inference, all probabilities are conditional on some hypothesis space (which is assumed to be true).
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the propagation environment. Note that the approach devised here is not new and has already been used by Jaynes [20]
and Jeffrey [26]. We give hereafter a summary of the modelling approach:

1. Question selection: the modeler asks a question based on the information available.
2. Construct the model: the modeler uses the principle of maximum entropy (with theconstraints of the question

asked) to construct the modelMi.
3. Test: (When complexity is not an issue) The modeler computes the aposteriori probability of the model and ranks

the model.
4. Return to 1.: The outcome of the test is some “new information” evidence to keep/refine/change the question

asked. Based on this information, the modeler can thereforemake a new model selection.

This algorithm is iterated as many times as possible until better ranking is obtained. However, we have to alert the
reader on one main point: the convergence of the previous algorithm is not at all proven. Does this mean that we have
to reject the approach? we should not because our aim is to better understand the environment and by successive tests,
we will discard some solutions and keep others.

We provide hereafter a brief historical example to highlight the methodology. In the context of spectrum estimation,
the Schuster periodogram (also referred in the literature as the discrete Fourier transform power spectrum) is commonly
used for the estimation of hidden frequencies in the data. The Schuster periodogram is defined as:

F (ω) =
1

N
|
N∑

k=1

ske
−jωtk |2

sk is the data of lengthN to be analyzed. In order to find the hidden frequencies in the data, the general procedure is to
maximizeF (ω) with respect toω . But as in our case, one has to understand why/when to use the Schuster periodogram
for frequency estimation. The Schuster periodogram answers a specific question based on a specific assumption (see
the work of Bretthorst [17]). In fact, it answers the following question: “what is the optimal frequency estimator for
a data set which contains asingle stationary sinusoidal frequencyin the presence of Gaussian white noise?” From
the standpoint of Bayesian probability, the discrete Fourier Transform power spectrum answers a specific question
about single (and not two or three....) stationary sinusoidal frequency estimation. Given this state of knowledge, the
periodogram will consider everything in the data that cannot be fit to a single sinusoid to be noise and will therefore, if
other frequencies are present, misestimate them. However,if the periodogram does not succeed in estimating multiple
frequencies, the periodogram is not to blame but only the question asked! One has to devise a new model (a model
maybe based on a two stationary sinusoidal frequencies?). This new model selection will lead to a new frequency
estimator in order to take into account the structure of whatwas considered to be noise. This routine is repeated and
each time, the models can be ranked to determine the right number of frequencies.

1.2.2 Information and Complexity

In the introduction, we have recalled the work of Shore et al.[21] which shows that maximizing entropy leads to con-
sistent solutions. However, incorporating information inthe entropy criteria which is not given in terms of expected
values is not an easy task. In particular, how does one incorporate information on the fact that the room has four walls
and two chairs? In this case, we will not maximize entropy based only on the information we have (expected values
and number of chairs and walls): we will maximize entropy based on the expected values and a structured form of the
channel matrix (which is more than the information we have since the chairs and walls are not constraint equations in
the entropy criteria). This ad-hoc procedure will be used because it is extremely difficult to incorporate knowledge on
physical considerations (number of chairs, type of room...) in the entropy criteria. Each time this ad-hoc procedure is
used, we will verify that although we maximize entropy undera structured constraint, we remain consistent. Multiple
iterations of this procedure will refine the structured formof the channel until the modeler obtains a consistent struc-
tured models that maximizes entropy.

A question the reader could ask is whether we should take intoaccount all the information provided, in other words,
what information is useful? We should of course consider allthe available information but there is a compromise
to be made in terms of model complexity. Each information added will not have the same effect on the channel
model and might as well more complicate the model for nothingrather than bring useful insight on the behavior
of the propagation environment. To assume further information by putting some additional structure would not lead
to incorrect predictions: however, if the predictions achieved with or without the details are equivalent, then this
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means that the details may exist but are irrelevant for the understanding of our model10. As a typical example, when
conducting iterative decoding analysis [27], Gaussian models of priors are often sufficient to represent our information.
Inferring on other moments and deriving the true probabilities will only complicate the results and not yield a better
understanding.

1.3 Gaussian i.i.d Channel Model

1.3.1 Finite Energy Case

In this section, we give a precise justification on why and when the Gaussian i.i.d model should be used. We recall the
general model:

y =

√
ρ

nt
Hx + n

Imagine now that the modeler is in a situation where it has no measurements and no knowledge where the trans-
mission took place. The only thing the modeler knows is that the channel carries some energyE, in other words,

1
nrnt

E

(∑nr
i=1

∑nt
j=1 | hij |2

)
= E. Knowing only this information, the modeler is faced with the following question:

what is the consistent model one can make knowing only the energy E (but not the correlation even though it may
exist) ? In other words, based on the fact that:

∫
dH

nr∑

i=1

nt∑

j=1

| hij |2 P (H) = ntnrE (Finite energy) (1.4)

∫
dP (H) = 1 (P(H) is a probability distribution) (1.5)

What distributionP (H)11 should the modeler assign to the channel? The modeler would like to derive the most
general model complying with those constraints, in other words the one which maximizes our uncertainty while being
certain of the energy. This statement can simply be expressed if one tries to maximize the following expression using
Lagrange multipliers with respect toP :

L(P ) = −
∫
dHP (H)logP (H) + γ

nr∑

i=1

nt∑

j=1

[E −
∫
dH | hij |2 P (H)]

+β

[
1−

∫
dHP (H)

]

If we deriveL(P ) with respect toP , we get:

dL(P )

dP
= −1− logP (H)− γ

nr∑

i=1

nt∑

j=1

| hij |2 −β = 0

then this yields:

P (H) = e−(β+γ
Pnr
i=1

Pnt
j=1|hij |

2+1)

= e−(β+1)
nr∏

i=1

nt∏

j=1

exp−(γ | hij |2)

=

nr∏

i=1

nt∏

j=1

P (hij)

10 Limiting one’s information is a general procedure that can be applied to many other fields. As a matter of fact, the principle “one
can know less but understand more” seems the only reasonableway to still conduct research considering the huge amount of
papers published each year.

11 It is important to note that we are concerned withP (H | I) whereI represents the general background knowledge (here the
variance) used to formulate the problem. However, for simplicity sake,P (H | I) will be denotedP (H).
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with
P (hij) = e−(γ|hij|2+ β+1

nrnt
).

One of the most important conclusions of the maximum entropyprinciple is that while we have only assumed the
variance, these assumptions imply independent entries since the joint probability distributionP (H) simplifies into
products ofP (hij). Therefore, based on the previous state of knowledge, the only maximizer of the entropy is the
i.i.d one. This does not mean that we have supposed independence in the model. In the generalizedL(P ) expression,
there is no constraint on the independence. Another surprising result is that the distribution achieved is Gaussian. Once
again, gaussianity is not an assumption but a consequence ofthe fact that the channel has finite energy. The previous
distribution is the least informative probability densityfunction that is consistent with the previous state of knowledge.
When only the variance of the channel paths are known (but notthe frequency bandwidth, nor knowledge of how
waves propagate, nor the fact that scatterers exist...) then the only consistent model one can make is the Gaussian i.i.d
model.
In order to fully deriveP (H), we need to calculate the coefficientsβ andγ. The coefficients are solutions of the
following constraint equations:

∫
dH

nr∑

i=1

nt∑

j=1

| hij |2 P (H) = ntnrE

∫
dHP (H) = 1

Solving the previous equations yields the following probability distribution:

P (H) =
1

(πE)nrnt
exp{−

nr∑

i=1

nt∑

j=1

| hij |2
E
}

Of course, if one has any additional knowledge, then this information should be integrated in theL(P ) criteria and
would lead to a different result.
As a typical example, suppose that the modeler knows that thefrequency paths have different variances such as
E(| hij |2) = Eij . Using the same methodology, it can be shown that :

P (H) =

nr∏

i=1

nt∏

j=1

P (hij)

with P (hij) = 1
πEij

e
− |hij |2

Eij . The principle of maximum entropy still attributes independent Gaussian entries to the
channel matrix but with different variances.
Suppose now that the modeler knows that the pathhpk has a mean equal toE(hpk) = mpk and varianceE(| hpk −
mpk |2) = Epk, all the other paths having different variances (but nothing is said about the mean). Using as before the
same methodology, we show that:

P (H) =

nr∏

i=1

nt∏

j=1

P (hij)

with for all {i, j, (i, j) 6= (p, k)} P (hij) = 1
πEij

e
− |hij |2

Eij andP (hpk) = 1
πEpk

e
− |hpk−mpk|2

Epk . Once again, different but
still independent Gaussian distributions are attributed to the MIMO channel matrix.

The previous examples can be extended and applied whenever amodeler has some new source of informationin
terms of expected valueson the propagation environment12. In the general case, ifN constraints are given on the
expected values of certain functions

∫
gi(H)P (H)dH = αi for i = 1...N , then the principle of maximum entropy

attributes the following distribution [28]:

P (H) = e−(1+λ+
PN
i=1 λigi(H))

where the values ofλ andλi (for i = 1..N ) can be obtained by solving the constraint equations.

12 The case where information is not given in terms of expected values is treated afterwards.
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Although these conclusions are widely known in the Bayesiancommunity, the author is surprised that many MIMO
channel papers begin with: “let us assume anr×nt matrix with Gaussian i.i.d entries...”. No assumptions on the model
should be made. Only the state of knowledge should be clearlystated at the beginning of each paper and the conclusion
of the maximum entropy approach can be straightforwardly used.13

As a matter of fact, the Gaussian i.i.d model should not be “thrown” away but be extensively used whenever our
information on the propagation conditions is scarce (we don’t know in what environment we are transmitting our
signal i.e the frequency, the bandwidth, WLAN scenario, we do not know what performance measure we target...)14.

1.3.2 Finite Energy unknown

We will consider a case similar to the previous section wherethe modeler is in a situation where it has no measurements
and no knowledge where the transmission took place. The modeler does know that the channel carries some energyE
but is not aware of its value.

In the case where the modeler knows the value ofE, we have shown that:

P (H | E) =
1

(πE)nrnt
exp{−

nr∑

i=1

nt∑

j=1

| hij |2
E
}

In general, whenE is unknown, the probability distribution is derived according to:

P (H) =

∫
P (H, E)dE

=

∫
P (H | E)P (E)dE

and is consistent with the case whereE is known i.eP (E) = δ(E − E0):

P (H) =
1

(πE0)nrnt
exp{−

nr∑

i=1

nt∑

j=1

| hij |2
E0

}

In the case were the energyE is unknown, one has to determineP (E). E is a positive variance parameter and the
channel can not carry more energy than what is transmitted (i.eE ≤ Emax) . This is merely the sole knowledge the
modeler has aboutE on which the modeler has to derive a prior distribution15.

In this case, using maximum entropy arguments, one can deriveP (E):

P (E) =
1

Emax
0 ≤ E ≤ Emax

As a consequence,

P (H) =

∫ Emax

0

1

(πE)nrnt
exp{−

nr∑

i=1

nt∑

j=1

| hij |2
E
}dE

With the change of variablesu = 1
E , we obtain:

P (H) =
1

Emaxπnrnt

∫ ∞

1
Emax

unrnt−2e−
Pnr
i=1

Pnt
j=1|hij |

2udu

13 “Normality is not an assumption of physical fact at all. It isa valid description of our state of information”, Jaynes.
14 In “The Role of Entropy in Wave Propagation” [29], Franceschetti et al. show that the probability laws that describe electromag-

netic magnetic waves are simply maximum entropy distributions with appropriate moment constraints. They suggest thatin the
case of dense lattices, where the inter-obstacle hitting distance is small compared to the distance traveled, the relevant metric is
non-Euclidean whereas in sparse lattices, the relevant metric becomes Euclidean as propagation is not constrained along the axis
directions.

15 Jeffrey [26] already in 1939 proposed a way to handle this issue based on invariance properties and consistency axioms. He
suggested that a proper way to express incomplete ignoranceof a continuous variable known to be positive is to assign uniform
prior probability to its logarithm, in other words:P (E) ∝

1
E

. However, the distribution is improper and one can not therefore
marginalize with this distribution.
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Note that the distribution is invariant by unitary transformations, is not Gaussian and moreover the entries are not
independent when the modeler has no knowledge on the amount of energy carried by the channel. This point is critical
and shows the effect of the lack of information on the exact energy16.

In the casent = 1 andnr = 2, we obtain:

P (H) =
1

Emaxπ2
∑2

i=1 | hi1 |2
e−

P2
i=1|hi1|2
Emax

1.3.3 Correlation matrix unknown

Suppose now that the modeler knows that correlation exists between the entries of the channel matrixH but is not
aware of the value of the correlation matrixQ = E(vec(H)vec(H)H). What consistent distribution should the modeler
attribute to the channel based only on that knowledge?

To answer this question, suppose that the correlation matrix Q = VΛVH is known (V = [v1, ...vnrnt ] is a
nrnt × nrnt unitary matrix whereasΛ is anrnt × nrnt diagonal matrixΛ = diag(λ1, ..., λnrnt) with λi ≥ 0 for
1 ≤ i ≤ nrnt).

Using the maximum entropy principle, one can easily show that:

P (H | V,Λ) =
1∏nrnt

i=1 πλi
exp{

nrnt∑

i=1

| vi
Hvec(H) |2
λi

}

The channel distribution can be obtained:

P (H) =

∫
P (H,V,Λ)dVdΛ

=

∫
P (H | V,Λ)P (V,Λ)dVdΛ

If the correlation matrix is perfectly known, thenP (V,Λ) = δ(V −V0)δ(Λ−Λ0) and

P (H) =
1∏nrnt

i=1 πλ0
i
exp{

nrnt∑

i=1

| v0
i
H

vec(H) |2
λ0
i

}

In the case were the correlation matrixQ is unknown, one has to determineP (V,Λ) = P (Λ | V)P (V). This
is the problem of constructing an ignorance prior corresponding to ignorance of both scale (up to some constraints
proper to our problem) and rotation. The a priori distribution can be derived as well as the joint probability distribution
using tools from statistical physics. Due to limited space,the result is not provided but can be found in the recent work
of the author [30].

1.4 Knowledge of the directions of arrival, departure, delay, bandwidth, power: frequency
selective channel model with time variance

1.4.1 Knowledge of the directions of arrival or departure

The modeler17 is interested in modelling the channel over time scales overwhich the locations of scatterers do not
not change significantly relative to the transmitter or receiver. This is equivalent to considering time scales over which
the channel statistics do not change significantly. However, the channel realizations do vary over such time scales.

16 In general, closed form solutions of the distributions do not exist. In this case, a powerful tool for approximate Bayesian inference
that uses Markov Chain Monte Carlo to compute marginal posterior distributions of interest can be used through WinBUGS
(http://www.mrc-bsu.cam.ac.uk/bugs/welcome.shtml.)

17 We treat in this section thoroughly the directions of arrival model and show how the directions of departure model can be easily
obtained from the latter case.
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Imagine that the modeler is in a situation where it knows the energy carried by the channel (nothing is known about
the mean)18. Moreover, the modeller knows from electromagnetic theorythat when a wave propagates from a scatterer
to the receiving antennas, the signal can be written in an exponential form

s(t,d) = s0 e
j(kTd−2πft) (1.6)

which is the plane wave solution of the Maxwell equations in free non-dispersive space for wave vectork ∈ ℜ2×1 and
location vectord ∈ ℜ2×1. The reader must note that other solutions to the Maxwell equations exist and therefore the
modeler is making an important restriction. The direction of the vectors0 gives us knowledge on the polarization of
the wave while the direction of the wave vectork gives us knowledge on the direction of propagation. The phase of
the signal results inφ = kTd. The modeler considers for simplicity sake that the scatterers and the antennas lie in the
same plane. The modeler makes use of the knowledge that the steering vector is known up to a multiplicative complex
constant that is the same for all antennas.

Although correlation might exist between the scatterers, the modeler is not aware of such a thing. Based on this
state of knowledge, the modeler wants to derive a model whichtakes into account all the previous constraints while
leaving as many degrees of freedom as possible to the other parameters (since the modeler does not want to introduce
unjustified information). In other words, based on the fact that:

H =
1√
sr



ejφ1,1 . . . ejφ1,sr

...
. . .

...
ejφnr,1 . . . ejφnr,sr


Θsr×nt

what distribution should the modeler attribute toΘsr×nt? H is equal to 1√
sr

ΦΘ, φi,j = k.ri,j andri,j is the
distance between the receiving antennai and receiving scattererj andΦis a nr × sr matrix (sr is the number of
scatterers) which represents the directions of arrival from randomly positioned scatterers to the receiving antennas.
Θsr×nt is ansr × nt matrix which represents the scattering environment between the transmitting antennas and the
scatterers (see Figure 1.3).

The consistency argument (see Proposition 1) states that ifthe DoA (Directions of Arrival) are unknown then
H = 1√

sr
Φnr×srΘsr×nt should be assigned an i.i.d Gaussian distribution since themodeler is in the same state of

knowledge as before where it only knew the variance.
Based on the previous remarks, let us now derive the distribution of Θsr×nt . The probability distributionP (H) is

given by:

P (H) =

∫
P (ΦΘ | Φ, sr)P (Φ | sr)P (sr)dsrdΦ

• WhenΦ andsr are known, thenP (Φ | sr) = δ(Φ−Φ0) andP (sr) = δ(sr−sr0). ThereforeP (H) = P (Φ0Θ).
• WhenΦ andsr are unknown: the probability distribution of the frequencypathhij is:

P (hij) =

∫
P (hij | Φ, sr)P (Φ | sr)P (sr)dΦdsr (1.7)

In the case whenP (Φ | sr) andP (sr) are unknown, the consistency argument states that:
– TheΘsr×nt matrix is such as eachhij is zero mean Gaussian.
– TheΘsr×nt matrix is such asE(hijhmn

∗) = δimδjn (sincehij is Gaussian, decorrelation is equivalent to
independence).

In this case, the following result holds:

Proposition 1.Θsr×nt i.i.d. zero mean Gaussian with unit variance is solution of the consistency argument and
maximizes entropy.

Proof: SinceΦ is unknown, the principle of maximum entropy attributes independent uniformly distributed angles
to each entryφij :

P (φij) =
1

2π
1[0,2π].

18 The case where the paths have different non-zero means can betreated the same way.
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Let us show thatΘsr×nt i.i.d zero mean with variance 1 is solution of the consistency argument.

Sincehij = 1√
sr

∑sr
k=1 θkje

jφik thenP (hij | Φ, sr) = N(0, 1
sr

∑sr
k=1 | ejφik |2= 1) = 1√

2π
e−

|hij |2
2 and

thereforehij is zero mean Gaussian since:

P (hij) =

∫
P (hij | Φ, sr)P (Φ | sr)P (sr)dΦdsr

=

∫
1√
2π
e−

|hij |2
2 P (Φ | sr)P (sr)dΦdsr

=
1√
2π
e−

|hij |2
2

∫
P (Φ | sr)P (sr)dΦdsr

=
1√
2π
e−

|hij |2
2

Moreover, we have:

E(hijh
∗
mn) = EΘ,Φ(

1√
sr

sr∑

k=1

θkje
jφik

1√
sr

sr∑

l=1

θ∗lne
−jφml)

=
1

sr

sr∑

k=1

sr∑

l=1

EΘ(θkjθ
∗
ln)EΦ(ejφik−jφml)

=
1

sr

sr∑

k=1

sr∑

l=1

δklδjnEΦ(ejφik−jφml)

= δjn
1

sr

sr∑

k=1

EΦ(ejφik−jφmk)

= δjnδim

which proves thatH is i.i.d Gaussian for unknown angles.

One interesting point of the maximum entropy approach is that while we have not assumed uncorrelated scattering,
the above methodology will automatically assign a model with uncorrelated scatterers in order to have as many degrees
of freedom as possible. But this does not mean that correlation is not taken into account. The model in fact leaves free
degrees for correlation to exist or not. The maximum entropyapproach is appealing in the sense that if correlated
scattering is given as a prior knowledge, then it can be immediately integrated in the channel modelling approach (as
a constraint on the covariance matrix for example). Note also that in this model, the entries ofH are correlated for
general DoA’s.

Rx Tx

Φnr×sr Θsr×nt

Fig. 1.3.Directions of arrival based model.

Suppose now that the modeler assumes that the different steering vectors have different amplitudes
√
Pi
r. What

distribution should the modeler attribute to the matrixΘsr×nt in the following representation:
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H =
1√
sr



ejφ1,1 . . . ejφ1,sr

...
. . .

...
ejφnr,1 . . . ejφnr,sr







√
P r1 0 . . .

0
. . . 0

... 0
√
P rsr


Θsr×nt?

Proposition 2.Θsr×nt i.i.d Gaussian with variance 1 is solution of the consistency argument and maximizes entropy

Proof: We will not go into the details as the proof is a particular case of the proof of Proposition 3.

1.4.2 Knowledge of the Directions of Arrival and Departure

The modeler is now interested in deriving a consistent double directional model i.e taking into account simultaneously
the directions of arrival and the directions of departure. The motivation of such an approach lies in the fact that when
a single bounce on a scatterer occurs, the direction of arrival and departure are deterministically related by Descartes
laws and therefore the distribution of the channel matrix depends on the joint DoA-DoD spectrum. The modeler
assumes as a state of knowledge the directions of departure from the transmitting antennas to the set of transmitting
scatterers (1...st). The modeler also assumes as a state of knowledge the directions of arrival from the set of receiving
scatterers (1...sr) to the receiving antennas. The modeler also has some knowledge that the steering directions have
different powers. However, the modeler has no knowledge of what happens in between. The set (1...st) and (1...sr)
may be equal, (1...st) may be included in (1...sr) or there may be no relation between the two. The modeler alsoknows
that the channel carries some energy. Based on this state of knowledge, what is the consistent model the modeler can
make ofH

H =
1√
srst



ejφ1,1 . . . ejφ1,sr

...
. . .

...
ejφnr,1 . . . ejφnr,sr







√
P r1 0 . . .

0
. . . 0

... 0
√
P rsr




Θsr×st




√
P t1 0 . . .

0
. .. 0

... 0
√
P tst






ejψ1,1 . . . ejψ1,nt

...
.. .

...
ejψst,1 . . . ejψst,nt


?

In other words, how to modelΘsr×st? As previously stated, the modeler must comply with the following con-
straints:

• The channel has a certain energy.

• Consistency argument: If the DoD and DoA are unknown then1√
srst

Φnr×srP
r

1
2 Θsr×stP

t
1
2 Ψst×nt should be

assigned an i.i.d zero mean Gaussian distribution.

Rx Tx

Φnr×sr Ψst×ntΘsr×st

Fig. 1.4.Double directional based model.

Let us now determine the distribution ofΘsr×st . The probability distribution ofP (H) is given by:



1 Information Theory and Wireless Channel Modeling 13

P (H) =

∫
P (ΦPr

1
2 ΘPt

1
2 Ψ | Φ,Ψ,Pr,Pt, sr, st)

P (Ψ,Φ | sr, st)P (Pr,Pt | st, sr)
P (st, sr)dsrdstdP

rdPtdΨdΦ

• WhenΨ,Φ, sr, st,P
r,Pt are known:P (ΦΨ | sr, st) = δ(Φ−Φ0)δ(Ψ−Ψ0), P (st, sr) = δ(sr − s0r)δ(st −

s0t),P (Pr,Pt | sr, st) = δ(Pr −P0r)δ(Pt −P0t) and

P (H) = P (Φ0P0r
1
2 ΘP0t

1
2
Ψ0)

• Suppose now thatΨ,Φ, sr, st are unknown, then each entryhij of H must have an i.i.d zero mean Gaussian
distribution. In this case, the following result holds:

Proposition 3.Θsr×st i.i.d zero mean Gaussian with variance1 is solution of the consistency argument and
maximizes entropy.

Proof: Let us show thatΘsr×st i.i.d zero mean Gaussian with variance1 is solution of the consistency ar-
gument and maximizes entropy. SinceΦ and Ψ are unknown, the principle of maximum entropy attributes
i.i.d uniform distributed angles over2π to the entriesφij andψij . In this case, if one choosesθp,k to be i.i.d

zero mean Gaussian with variance1 and knowing thathij = 1√
stsr

∑st
k=1

∑sr
p=1 θpk

√
Pk

t
√
Pp

rejψkjejφip ,

then:P (hij | Ψ,Φ, sr, st) = N(0, 1
stsr

∑sr
p=1

∑st
k=1 |

√
Pp

rejφip
√
Pk

tejψkj |2= 1) = 1√
2π
e−

|hij |2
2 (since

1
sr

∑sr
k=1 Pk

t = 1 and 1
st

∑st
p=1 Pp

t = 1 (due to power normalization as we assume the energy known).
Therefore

P (hij) =

∫
1√
2π
e−

|hij |2
2 P (Φ,Ψ | st, sr)P (Pr,Pt | st, sr)P (st, sr)dΦdΨ

dPrdPtdstdsr

=
1√
2π
e−

|hij |2
2

∫
P (Φ,Ψ | st, sr)P (Pr,Pt | st, sr)P (st, sr)dΦdΨdP

rdPtdstdsr

=
1√
2π
e−

|hij |2
2

Moreover, we have :

EΦ,Ψ,Θ(hijh
∗
mn) =

1

stsr

st∑

k=1

sr∑

p=1

st∑

r=1

sr∑

l=1

EΘ(θpkθ
∗
lr)EΨ (e−jψrn+jψkj )EΦ(e−jφml+jφip)

√
Pk

t

√
Pr

t
√
Pp

r
√
Pl
r

=
1

stsr

st∑

k=1

sr∑

p=1

st∑

r=1

sr∑

l=1

δplδkrEΨ (e−jψrn+jψkj )EΦ(e−jφml+jφip)

√
Pk

t

√
Pr

t
√
Pp

r
√
Pl
r

=
1

stsr

st∑

k=1

sr∑

p=1

EΨ (e−jψkn+jψkj )EΦ(e−jφmp+jφip)Pk
tPp

r

= δimδjn
1

stsr

st∑

k=1

sr∑

p=1

Pk
tPp

r

= δimδjn

which proves thatΘsr×st is solution of the consistency argument. Once again, instead of saying that this model
represents a rich scattering environment, it should be morecorrect to say that the model makes allowance for every
case that could be present to happen since we have imposed no constraints besides the energy.
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1.4.3 Considering more features

The modeler wants to derive a consistent model taking into account the direction of arrivals and respective power
profile, directions of departure and respective power profile, delay, Doppler effect. As a starting point, the modeler
assumes that the position of the transmitter and receiver changes in time. However, the scattering environment (the
buildings, trees,...) does not change and stays in the same position during the transmission. Letvt andvr be respec-
tively the vector speed of the transmitter and the receiver with respect to a terrestrial reference (see Figure 1.5). Let
stij be the signal between the transmitting antennai and the first scattererj. Assuming that the signal can be written in
an exponential form (plane wave solution of the Maxwell equations) then:

stij(t) = s0e
j(ktij(vtt+dij)+2πfct)

= s0e
j2π(

fcu
t
ijvt

c
t+fct)ejψij

Here,fc is the carrier frequency,dij is the initial vector distance between antennai and scattererj (ψij = ktij .dij

is the scalar product between vectorktij and vectordij), ktij is such asktij = 2π
λ utij = 2πfc

c utij . The quantity 1
2πktijvt

represents the Doppler effect.
In the same vein, if we definesrij(t) as the signal between the receiving antennaj and the scattereri, then:

srij(t) = s0e
j(2π(

fcvru
r
ij

c
t+fct))ejφij

In all the following, the modeler supposes as a state of knowledge the following parameters:

• speedvr.
• speedvt.
• the angle of departure from the transmitting antenna to the scatterersψij and powerP tj .
• the angle of arrival from the scatterers to the receiving antennaφij and powerP rj .

The modeler has however no knowledge of what happens in between except the fact that a signal going from a steering
vector of departurej to a steering vector of arrivali has a certain delayτij due to possible single bounce or multiple
bounces on different objects. The modeler also knows that objects do not move between the two sets of scatterers. The
sr × st delay matrix linking each DoA and DoD has the following structure:

Dsr×st(f) =



e−j2πfτ1,1 . . . e−j2πfτ1,st

...
. . .

...
e−j2πfτsr,1 . . . e−j2πfτsr,st




The modeler also supposes as a given state of knowledge the fact that each pathhij of matrix H has a certain
power. Based on this state of knowledge, the modeler wants tomodel thesr × st matrix Θsr×st in the following
representation:

H(f, t) =
1√
srst




ej(φ1,1+2π
fur11vr

c
t) . . . ej(φ1,s+2π

fur1svr

c
t)

...
. . .

...

ej(φr,1+2π
fur1

rvr
c

t) . . . ej(φr,s+2π
furrsvr

c
t)







√
P r1 0 . . .

0
. . . 0

... 0
√
P rsr




Θsr×st
⊙

Dsr×st(f)




√
P t1 0 . . .

0
. . . 0

... 0
√
P tst







ej(ψ1,1+2π
fut11vt

c
t) . . . ej(ψ1,nt+2π

fut1nt
vt

c
t)

...
. . .

...

ej(ψs1,1+2π
futs11vt

c
t) . . . ej(ψs1,nt+2π

futs1nt
vt

c
t)




⊙
represents the Hadamard product defined ascij = aijbij for a product matrixC = A

⊙
B. As previously

stated, one has to comply with the following constraints:

• Each entry ofH(f, t) has a certain energy.



1 Information Theory and Wireless Channel Modeling 15

O ~ı

~

Rx vt

vr

Tx

ut
i jur

i j

Fig. 1.5.Moving antennas.

• Consistency argument: if the DoA, DoD, powers, the delays, the Doppler effects are unknown then matrixH

should be assigned an i.i.d Gaussian distribution.

Proposition 4.Θsr×st i.i.d zero mean Gaussian with variance 1 is solution of the consistency argument and maxi-
mizes entropy.19

Proof: We will not go into the details but only provide the guidelines of the proof. First, remark that ifΦ andΨ

are unknown, then the principle of maximum entropy attributes i.i.d uniform distribution to the anglesφij andψij . But
what probability distribution should the modeler attribute to the delays and the Doppler effects when no information
is available?

• Delays: The modeler knows that there is, due to measurements performed in the area, a maximum possible delay
for the information to go from the transmitter to the receiver τmax. The principle of maximum entropy attributes
therefore a uniform distribution to all the delaysτij such asP (τij) = 1

τmax
with τij ∈ [0, τmax]

• Doppler effect: The modeler knows that the speed of the transmitter and receiver can not exceed a certain limit
vlimit (in the least favorable case,vlimit would be equal to the speed of light) but if the transmission occurs in
a city, the usual car speed limit can be taken as an upper bound. In this case, the speedvt and vr have also
a uniform distribution such asP (vt) = P (vr) = 1

vlimit
. Moreover, ifvt = vt cos(αt)ı + vt sin(αt), vr =

vr cos(αr)ı + vr sin(αr), ut
ij = cos(βtij)ı + sin(βtij) andur

ij = cos(βrij)ı + sin(βrij), the modeler will
attribute a uniform distribution over2π to the anglesαt, αr,βtij andβrij .

With all these probability distributions derived and usingthe same methodology as in the narrowband (in terms of
frequency selectivity) MIMO model proof, one can easily show thatΘsr×st i.i.d Gaussian is solution of the consis-
tency argument and maximizes entropy.

Note that in the casef = 0, vt = 0 andvr = 0, the same model as the narrowband model is obtained. If
more information is available on correlation or different variances of frequency paths, then this information can be
incorporated in the matrixDsr×st , also known as the channel pattern mask [31]. Note that in thecase of a ULA
(Uniform Linear Array) geometry and in the Fourier directions, we haveurij = urj (any column of matrixΦ has a
given direction) andutij = uti (any line of matrixΨ has a given direction). Therefore, the channel model simplifies to:

19 Why does normality always appear in our models? Well, the answer is quite simple. In all this paper, we have always limited
ourselves to the second moment of the channel. If more moments are available, then normal distributions would not appearin
general.
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H(f, t) =
1√
srst


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In this case, the pattern maskDsr×st has the following form:

Dsr×st(f, t) =
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Although we take into account many parameters, the final model is quite simple. It is the product of three matrices:
MatricesΦ andΨ taking into account the directions of arrival and departure; matrixΘsr×st

⊙
Dsr×st which is an

independent Gaussian matrix with different variances. Thefrequency selectivity of the channel is therefore taken into
account in the phase of each entry of the matrixΘsr×st

⊙
Dsr×st(f, t).

Remark: In the case of a one antenna system link (nr = 1 andnt = 1), we obtain:
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whereρk,l (ρk,l = 1√
srst

θk,l
√
P rk
√
P tl e

j(φk+ψl)) are independent Gaussian variable with zero mean and variance

E(| ρk,l |2) = 1
srst

P rkP
t
l , ξk,l = f

c (u
r
kvr−utlvt) are the doppler effect andτk,l are the delays. This previous result is

a generalization of the SISO (Single Input Single Output) wireless model in the case of multifold scattering with the
power profile taken into account.

1.5 Discussion

1.5.1 Müller’s Model

In a paper “A Random Matrix Model of Communication via Antenna Arrays” [32], Müller develops a channel model
based on the product of two random matrices:

H = ΦAΘ

whereΦ andΘ are two random matrices with zero mean unit variance i.i.d entries andA is a diagonal matrix (repre-
senting the attenuations). This model is intended to represent the fact that each signal bounces off a scattering object
exactly once.Φ represents the steering directions from the scatterers to the receiving antennas whileΘ represents the



1 Information Theory and Wireless Channel Modeling 17

steering directions from the transmitting antennas to the scatterers. Measurements in [32] confirmed the model quite
accurately. Should we conclude that signals in day to day life bounce only once on the scattering objects?

With the maximum entropy approach developed in this contribution, new insights can be given on this model and
explanations can be provided on why Müller’s model works sowell. In the maximum entropy framework, Müller’s
model can be seen as either:

• a DoA based model with random directions i.e matrixΦ with different powers (represented by matrixA) for
each angle of arrival. In fact, the signal can bounce freely several times from the transmitting antennas to the final
scatterers (matrixΘ). Contrary to past belief, this model takes into account multi-fold scattering and answers the
following question from a maximum entropy standpoint: whatis the consistent model when the state of knowledge
is limited to:
– Random directions scattering at the receiving side.
– Each steering vector at the receiving side has a certain power.
– Each frequency path has a given variance.

• a corresponding DoD based model with random directions i.e matrix Θ with different powers (represented by
matrixA) for each angle of departure. The model permits also in this case the signal to bounce several times from
the scatterers to the receiving antennas. From a maximum entropy standpoint, the model answers the following
question: what is the consistent model when the state of knowledge is limited to:
– Random directions scattering at the transmitting side.
– Each steering vector at the transmitting side has a certainpower.
– Each frequency has zero mean and a certain variance.

• DoA-DoD based model with random directions where the following question is answered: What is the consistent
model when the state of knowledge is limited to:
– Random directions scattering at the receiving side.
– Random directions scattering at the transmitting side.
– Each angle of arrival is linked to one angle of departure.

As one can see, Müller’s model is broad enough to include several maximum entropy directional models and this
fact explains why the model complies so accurately with the measurements performed in [33]

1.5.2 Sayeed’s Model

In a paper “Deconstructing Multi-antenna Fading Channels”[34], Sayeed proposes a virtual representation of the
channel. The model is the following:

H = AnrSAnt
H

MatricesAnr andAnt are discrete Fourier matrices andS is anr×nt matrix which represents the contribution of each
of the fixed DoA’s and DoD’s. The representation is virtual inthe sense that it does not represent the real directions but
only the contribution of the channel to those fixed directions. The model is somewhat a projection of the real steering
directions onto a Fourier basis. Sayeed’s model is quite appealing in terms of simplicity and analysis (it corresponds to
the Maxent model on Fourier directions). In this case, also,we can revisit Sayeed’s model in light of our framework.
We can show that every time, Sayeed’s model answers a specificquestion based on a given assumption.

• Suppose matrixS has i.i.d zero mean Gaussian entries then Sayeed’s model answers the following question: what
is the consistent model for a ULA when the modeler knows that the channel carries some energy, the DoA and
DoD are on Fourier directions but one does not know what happens in between.

• Suppose now that matrixS has a certain correlation structure then Sayeed’s model answers the following question:
what is the consistent model for a ULA when the modeler knows that the channel carries some energy, the DoA
and DoD are on Fourier directions but assumes that the paths in between have a certain correlation.

As one can see, Sayeed’s model has a simple interpretation inthe maximum entropy framework: it considers a
ULA geometry with Fourier directions each time. Although itmay seem strange that Sayeed limits himself to Fourier
directions, we do have an explanation for this fact. In his paper [31], Sayeed was mostly interested in the capacity
scaling of MIMO channels and not the joint distribution of the elements. From that perspective, only the statistics of
the uncorrelated scatterers is of interest since they are the ones which scale the mutual information. The correlated
scatterers have very small effect on the information. In this respect, we must admit that Sayeed’s intuition is quite
impressive. However, the entropy framework is not limited to the ULA case (for which the Fourier vector approach
is valid) and can be used for any kind of antenna and field approximation. One of the great features of the maximum
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entropy (which is not immediate in Sayeed’s representation) approach is the quite simplicity for translating any addi-
tional physical information into probability assignment in the model. A one to one mapping between information and
model representation is possible. With the maximum entropyapproach, every new information on the environment can
be straightforwardly incorporated and the models are consistent: adding or retrieving information takes us one step
forward or back but always in a consistent way. The models aresomewhat like Russian dolls, imbricated one into the
other.

1.5.3 The “Kronecker” model

In a paper “Capacity Scaling in MIMO Wireless Systems Under Correlated fading”, Chuah et al. study the following
Kronecker20 model:

H = Rnr

1
2 ΘRnt

1
2

Here,Θ is annr × nt i.i.d zero mean Gaussian matrix,Rnr

1
2 is annr × nr receiving correlation matrix whileRnt

1
2

is ant × nt transmitting correlation matrix. The correlation is supposed to decrease sufficiently fast so thatRnr and
Rnt have a Toeplitz band structure. Using a software tool (Wireless System Engineering [37]), they demonstrate the
validity of the model. Quite remarkably, although designedto take into account receiving and transmitting correlation,
the model developed in the paper falls within the double directional framework. Indeed, sinceRnr andRnt are band
Toeplitz then these matrices are asymptotically diagonalized in a Fourier basis

Rnr ∼ FnrΛnrF
H
nr

and
Rnt ∼ FntΛntF

H
nt .

Fnr andFnt are Fourier matrices whileΛnr andΛnt represent the eigenvalue matrices ofRnr andRnt .
Therefore, matrixH can be rewritten as:

H = Rnr

1
2 ΘRnt

1
2

= Fnr

(
Λnr

1
2Fnr

HΘFntΛnt
1
2

)
Fnt

H

= Fnr

(
Θ1

⊙
Dnr×nt

)
Fnt

H

Θ1 = Fnr
HΘFnt is anr × nt zero mean i.i.d Gaussian matrix andDnr×nt is a pattern mask matrix defined by:

Ds×s1 =


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λ
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1,nt

λ
1
2
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. . . λ
1
2
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1
2
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...
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1
2
1,nt

λ
1
2
nr ,nr . . . λ

1
2
nt,ntλ

1
2
nr ,nr




Note that this connection with the double directional modelhas already been reported in [31]. Here again, the
previous model can be reinterpreted in light of the maximum entropy approach. The model answers the following
question: what is the consistent model one can make when the DoA are uncorrelated and have respective powerλi,nr ,
the DoD are uncorrelated and have respective powerλi,nt , each path has zero mean and a certain variance. The model
therefore confirms the double directional assumption as well as Sayeed’s approach and is a particular case of the
maximum entropy approach. The comments and limitations made on Sayeed’s model are also valid here.reference
also [38, 39]

1.5.4 The “Keyhole” Model

In [40], Gesbert et al. show that low correlation21 is not a guarantee of high capacity: cases where the channel is rank
deficient can appear while having uncorrelated entries (forexample when a screen with a small keyhole is placed in
between the transmitting and receiving antennas). In [42],they propose the following model for a rank one channel:

20 The model is called a Kronecker model becauseE(vec(H)Hvec(H)) = Rnr

N

Rnt is a Kronecker product. The justification
of this approach relies on the fact that only immediate surroundings of the antenna array impose the correlation betweenarray
elements and have no impact on correlations observed between the elements of the array at the other end of the link. Some
discussions can be found in [35, 36].

21 “keyhole” channels are MIMO channels with uncorrelated spatial fading at the transmitter and the receiver but have a reduced
channel rank (also known as uncorrelated low rank models). They were shown to arise in roof-edge diffraction scenarios [41].
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H = Rnr

1
2 grgt

HRnt

1
2 (1.8)

Here,Rnr

1
2 is annr × nr receiving correlation matrix whileRnt

1
2 is ant × nt transmitting correlation matrix.

gr andgt are two independent transmit and receiving Rayleigh fadingvectors. Here again, this model has connections
with the previous maximum entropy model:

H =
1√
srst

Φnr×srΘsr×stΨst×nt (1.9)

The Keyhole model can be either:

• A double direction model withsr = 1 andΦnr×1 = Rnr

1
2 gr. In this case,gtHRnt

1
2 = Θ1×stΨst×nt where

Θ1×st is zero mean i.i.d Gaussian.
• A double direction model withst = 1 andΨ1×nt = gt

HRnt

1
2 . In this case,Rnr

1
2 gr = Φnr×srΘsr×1 where

Θsr×1 is zero mean i.i.d Gaussian.

As one can observe, the maximum entropy model can take into account rank deficient channels.

1.5.5 Conclusion

After analyzing each of these models, we find that they all answer a specific question based on a given state of
knowledge. All these models can be derived within the maximum entropy framework and have a simple interpretation.
Moreover, each time the directional assumption appears which conjectures the correctness of the directional approach.

1.6 Testing the Models

In all the previous sections, we have developed several models based on different questions. But what is the right
model, in other words how to choose between the set{M0,M1, ...,MK} ofK models (note thatM specifies only the
type of model and not the parameters of the model)?

1.6.1 Bayesian Viewpoint

When judging the appropriateness of a model, Bayes22 rules derives the posterior probability of the model. Bayesrule
gives the posterior probability for theith model according to:23

P (Mi | Y, I) = P (Mi | I)
P (Y |Mi, I)

P (Y | I)
Y is the data (given by measurements), I is the prior information (ULA, far field scattering...). For comparing two

modelsM andM1, one has to compute the ratio:

P (M1 | Y, I)
P (M | Y, I) =

P (M1 | I)
P (M | I)

P (Y |M1, I)

P (Y |M, I)

If P (M1 | Y, I) > P (M | Y, I), then one will conclude that modelM1 is better than modelM . Let us now try to
understand each term.
The first term, crucially important, is usually forgotten bythe channel modelling community:P (M1|I)

P (M|I) . It favors one
model or the other before the observation. As an example, suppose that the information{I = The scatterers are near
the antennas} is given. Then if one has to compare the modelM (which considers ULA with far field scattering) and
the modelM1 (assuming near field scattering ) then one should considerP (M1|I)

P (M|I) > 1. 24

22 This chapter is greatly inspired by the work of Jaynes and Bretthorst who have made the following ideas clear.
23 We use here the notations and meanings of Jaynes [20] and Jeffrey [18]: P (Mi | Y, I) is the “probability that the modelMi is

true given that the data Y is equal to the true datay and that the informationI on which is based the model is true”. Every time, “
(|” means conditional on the truth of the hypothesisI . In probability theory, all probabilities are conditionalon some hypothesis
space.

24 The termP (M1|I)
P (M|I)

can be seen as the revenge of the measurement field scientist over the mathematician. It shows that modelling
is both an experimental and theoretical science and that theexperience of the field scientist (which attributes the values of the
prior probabilities) does matter.
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For understanding the second term, let us analyze and compare the following two specific models: the DoA based
modelMdoa and the double directional modelMdouble.

Model Mdoa:

H(f, t) =
1√
sr
Φ
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Θ
⊙

D(t, f)
)
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
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deals with the DoA model taking into account the delays, Doppler effect (we suppose that the transmitting antenna
does not move but only the receiving one) for a ULA (s is the number of scatterers). Let the informationI on which is
based the model be such that the powers of the steering directions are identical and that the transmitting antennas do
not move. We recall thaturivr = (cos(βri)i + sin(βri)j)(vr cos(αr)i + vr sin(αr)j) = vr cos(βri − αr)

The set of parameters on which the model is defined is

pdoa = {Φ, sr,ø, vr,Θ, αr, βr}

and the parameters lie in a subspaceSpdoa. We recall here the DoA based model for a given frequency:

y(t, f) =
1√
sr

Φ
(
Θ
⊙

D(t, f)
)

x(f) + n(f)

The term of interestP (y |Mdoa, I) can be derived the following way:

P (y |Mdoa, I) =

∫
P (y, pdoa |Mdoa, I)dpdoa =

∫
P (y | pdoa,Mdoa, I)P (pdoa |Mdoa, I)dpdoa

Let us derive each probability distribution separately:P (y | pdoa,Mdoa, I) =

1

(2πσ2)
N1Nr

2

e
− 1
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y(tj ,fi)− 1√
sr

Φ(Θ
J
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”H“
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Φ(Θ
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”

and

P (pdoa |Mdoa, I) = P (Φ, sr,ø,fi
r, vr, αr,Θ |Mdoa, I)

= P (Φ | sr,Mdoa, I)P (sr |Mdoa, I)P (vr |Mdoa, I)P (ø |Mdoa, I)

P (Θ |Mdoa, sr, I)P (αr |Mdoa, I)P (fir | I,Mdoa)

since all the priors are taken independent in the case of uninformative priors. The values of these priors have
already been provided (the proof is given in chapter 1.4.3) and only the prior onΘ andsr remain to be given. We
give these two priors now (and also the prior on the power although in the two models introduced for comparison, the
power distribution is not needed):

• If only the mean and variance of each path is available then using maximum entropy arguments, one can show
that:

P (Θ | sr,Mdoa, I) =
1

(
√

2π)nt×sr
e−

Psr
i=1

Pnt
j=1|θi,j|

2

=
1

(
√

2π)nt×sr
e−trace(ΘΘH )

• How can we assign a prior probabilityP (sr |Mdoa, I) for the unknown number of scatterers? The modeler has no
knowledge if the measurements were taken in a dense area or not. The unknown number of scatterers could range
from one (this prior only occurs in model that have a single bounce) up to a maximum. But what is the maximum
value? There areN ×N1 data values and if there wereN ×N1 scatterers, the data could be at most fit by placing
a scatterer at each data value and adjusting the direction ofarrivals. Because no additional information is available
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about the number of scatterers,N×N1 may be taken as an upper bound. Using the principle of maximumentropy,
one obtains a uniform distribution for the number of scatterersP (sr |Mdoa, I) = 1

N×N1
.

Note that in the general case, if one has precise available information then one has to take it into account. But
how can the modeler translate the prior on the scatterers dueto the fact that the room has three chairs and a lamp
in the corner? This is undoubtedly a difficult task and representing that information in terms of probabilities is
not straightforward. But difficult is not impossible. The fact that there are several chairs (with respect to the case
where there is no chairs) is a source of information and will lead to attributing in the latter case a peaky prior
shifted around a higher number of scatterers.

• Power: The transmitter is limited in terms of transmit power to an upper bound valueP tmax. Therefore, the principle
of maximum entropy attributes a uniform distribution to thedifferent amplitudesP (Pi

t) = 1
P tmax

,Pi ∈ [0, P tmax]. In
the same vein, the receiver cannot, due to the amplifiers, process a receiving amplitude greater thenP rmax. In this
case, the principle of maximum entropy attributes a uniformdistribution such asP (P ri ) = 1

P rmax
, Pi ∈ [0, P rmax]

With all the previous priors given, one can therefore compute:
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As one can see, the numerical integration is tedious but it isthe only way to rank the models in an appropriate
manner.

Model Mdouble:
Let us now derive modelMdouble:
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deals with the double directional model for which the set of parameters is

pdouble= {Φ, sr,Ψ, st,ø, vr, , αr,firΘ} = {pdoa,Φ, st}

by adding two new parametersΨ andst and going to the new subspaceSpdouble in such a way thatΨ = Fnt (nt = st)
represents modelMdoa. Indeed, in this case, we have:
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WhereΘ1 is a matrix with i.i.d Gaussian entries.
We recall here the model for a given frequency:

y(f, t) =
1√
srst

Φ
(
Θ
⊙

D(t, f)
)

Ψx(f) + n(f)

The same methodology applies and we have:
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A common problem in the modelling process is the following: suppose, when testing the models with the data, that
both modelsM andM1 have the same maximum likelihood, in other words:

P (y | pdoa
max,Mdoa, I) = P (y | pdouble

max,Mdouble, I)

Which model should we choose? Hereafter, we give an example to show that Bayesian probability will choose the
model with the smallest number of parameters.

First of all, we will suppose that the informationI available does not give a preference to model before seeing the
data:P (Mdouble | I) = P (Mdoa | I).
As previously shown,

P (y |Mdoa, I) =

∫
P (y, pdoa |Mdoa, I)dpdoa

=

∫
P (y | pdoa,Mdoa, I)P (pdoa |Mdoa, I)dpdoa

and

P (y |Mdouble, I) =

∫
P (y, pdouble |Mdouble, I)dpdouble (1.12)

=

∫
P (y | pdouble,Mdouble, I)P (pdouble |Mdouble, I)dpdouble (1.13)
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Since

P (pdouble |Mdouble, I) = P ([pdoa,Ψ, st] |Mdouble, I)

= P (pdoa | Ψ, st,Mdouble, I)P (Ψ, st |Mdouble, I)

From equation (1.12), we have:

P (y |Mdouble, I) =

∫ ∫
P (y | [pdoa,Ψ, st],Mdouble, I)P (pdoa | Ψ, st,Mdouble, I)

P (Ψ, st |Mdouble, I)dpdoadΨdst

In the following, we will suppose that the likelihood functionP (y | [pdoa,Ψ, st],Mdouble, I) is peaky around the
maximum likelihood region and has near zero values elsewhere. Otherwise, the measurement data Y would be useless
in the sense that the data does not provide any information. Suppose now that with modelMdouble, the maximum
likelihoodP (y | [pdoa,Ψ, st]Mdouble, I) occurs at a point nearΨ = Ft andst = nt for the parametersΨ andst in
other wordsP (y | [pdoa,Ψ, st],Mdouble, I) is always null except for the value ofΨ = Ft andst = nt then:

P (y |Mdouble, I) =

∫ ∫ ∫
P (y | [pdoa,Ψ, st],Mdouble, I)P (pdoa | Ψ, stMdouble, I)

P (Ψ, st |Mdouble, I)dpdoadΨdst

≈
∫
P (y | [pdoa,Ψ = Fnt , st = nt],MDouble, I)

P (pdoa | [Ψ = Fnt , st = nt]Mdouble, I) (1.14)

P ([Ψ = Fnt , st = nt] |Mdouble, I)dpdoa (1.15)

One has to notice thatP (pdoa | [Ψ = Fnt , st = nt],Mdouble, I) = P (pdoa | Mdoa, I) andP (y | [pdoa,Ψ =
Fnt , st = nt],Mdouble, I) = P (y | pdoa,Mdoa, I) since both models are the same whenΨ = Fnt andst = nt. We
also haveP (Ψ = Fnt , st = nt | Mdouble, I) ≤ 1 (In fact, we can derive the exact value. Indeed, since we have
no knowledge of the directions of arrival,P (Φ = Fnt , st = nt | Mdouble, I) = 1

(2π)nr×st ). Using equation (1.14),
Bayesian probability shows us that:

P (y | Mdouble, I) ≤
Z

P (y | [pdoa,Ψ = Fnt , st = nt], MDouble, I)

P (pdoa | [Ψ = Fnt , st = nt]Mdouble, I)P ([Ψ = Fnt , st = nt] | Mdouble, I)dpdoa

=

Z

P (y | pdoa, Mdoa, I)P (pdoa | Mdoa, I)P ([Ψ = Fnt , st = nt] | Mdouble, I)dpdoa

≤
Z

P (y | pdoa, Mdoa, I)P (pdoa | Mdoa, I)dpdoa

=

Z

P (y, pdoa | Mdoa, I)dpdoa

P (y | Mdoa, I)

SinceMdoa has less parameters thenMdouble, Bayesian probability will favor the modelMdoa with less parameters
and therefore shows that “the best explanation is always thesimplest”25. It is therefore wrong to think that by increasing
the number of parameters one can always find a good model: one can indeed better fit the data to the model (expression
P (y | pdoa,Mdoa, I)) but the prior probabilityP (pdoa | Mdoa, I) will spread over a larger space and assign as a
consequence a lower value toP (y |Mdoa, I).

But how does the a posteriori computation compare with the usual methodology of maximizing the likelihood
P (y | p,M, I)?

Following [20], let us expandlogP (y | p,M, I) around the maximum likelihood point̂p = {p1
max, ..., p

m
max}

logP (y | p,M, I) = logP (y | pmax,M, I) +
1

2

m∑

i,j=1

d2 log(P )

dpidpj
(pi − pimax)(p

j − pjmax) +O()

25 In statistical inference, this is known as Occam’s razor. William of Occam was a theologian of the 14th century who wrote
against the papacy in a series of treatise in which he tried toavoid many established pseudo explanations. In his terms, the logic
of simplicity was stated in the following form “Causes shallnot be multiplied beyond necessity” [28]. Note that Occam’srazor
has been extended to other fields such as metaphysics where itis interpreted as “nature prefers simplicity”.
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then near the peak a good approximation is a multivariate Gaussian such as:

P (y | p,M, I) = P (y | pmax,M, I)e−
1
2 (p−pmax)∆

−1(p−pmax)

with the inverse covariance matrix defined as:

∆−1
ij =

(
d2 log(P )

dpidpj

)

π=πmax

Therefore,

P (y |M, I) = P (y | pmax,M, I)

∫
e−

1
2 (p−pmax)∆

−1(p−pmax)P (p |M, I)dp

= P (y | pmax,M, I)G(M, I)

All the tools are now provided to better understand what is happening. Suppose we want to compare two models
M andM1. The a posteriori probability ratio for modelM overM1 is:

P (M | y, I)
P (M1 | y, I)

=
P (M | I)
P (M1 | I)

P (y |M, I)

P (y |M1, I)

=
P (M | I)
P (M1 | I)

P (y | pmax,M, I)

P (y | p1
max,M1, I)

G(M, I)

G(M1, I)

In the conventional methods,M is better thanM1 if P (y|pmaxM,I)
P (y|p1maxM1,I)

> 1 which is only one part of the three terms
to be computed. In fact, in order to compare two models, threeterms have to be calculated and the mistake persists
thinking that any modelM1 versusM is good as long as we increase the number of parameters: indeed, the fitting will
get better and the ratioP (y|pmax,M,I)

P (y|p1max,M1,I)
will decrease but this is only looking at one part of the problem. First of all,

one has to considerP (M|I)
P (M1|I) and moreoverG(M,I)

G(M1,I)
. This last term depends on the prior information about the internal

parameters and as the number of parameters increases this term decreases due to the fact that we add more and more
uninformative priors.

1.6.2 Conventional Methods

In the previous section, we have shown how probability theory can be used to rank the models. However, the integrals
derived in equation (1.10) and equation (1.11) are not easy to compute, especially in the case of interest with a high
number of antennas (8 × 8) since we have to marginalize our integrals across a great number of parameters. But
however difficult the problem may be, it is not a reason to hideproblems and the use of other methods should be
clearly explained. The reader must now know that one can rankmodels and that there is an optimum number of
parameters when representing information. The Bayesian framework gives us an answer by comparing the a posteriori
probability ratios:P (M|y,I)

P (M1|y,I) . If one is to use other testing methods, then one has to clearly understand the limitations
of these methods and justify the use of the criteria. In the following, we explain two procedures used by the channel
modelling community and explain their limitations.

1- Parameter estimation methods
In this procedure, the data is cut into two parts, one for estimating the parameters, the other to validate the model
incorporating the parameters.
• For estimating the parameters such as the angles of arrival,non-parametric methods such as the beamforming

or the Capon method [43] can be used. In the case of parametricmethods such as Music [44], Min-Norm [45] or
Esprit method [46], they rely on properties of the structureof the covarianceR = E(yyH) = ΦKΦH +œ2I

of the output signal. In this case, one has to assume that matrix K (K = E(ΘΨxxHΨHΘH)) has full rank.
• Once the parameters of the model have been estimated, the other set of the data is used to test the model. A

mean square error is given. In general, a small mean square error is acknowledged to yield a good model and
one seeks the smallest error possible.

If one is to use this procedure, one has to understand that in no way will it lead into judging the appropriateness of
a model. Indeed, by adding more and more parameters to the model, one can always find a way of achieving a low
mean square error by adjusting accordingly the parameters.This fact explains why some many models comply in
the literature with the measurements. If the model minimizes the mean square error, then it is apossiblecandidate
but the modeler can not conclude that it is agoodcandidate.
Moreover, since the testing method has no real justification, many problems arise when using it.
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• How does one cut the set of data? Do we use half the data to estimate the parameters and half the data to test
the model? Why not using one quarter and three quarter? In theBayesian viewpoint, this is not at all a problem
as one takes into account all the data available and does not make any unjustified transformation on the data.

• If one is to use a Music or Esprit algorithm,K has to be full rank. This is obviously not the case for a double
directional model where the steering DoD matrixΨ is not always full rank sinceK = E(ΘΨxxHΨHΘH).

2- Moment fitting:
Other authors [47] validate their model by finding the smallest error of a set of moments. They derive explicit
theoretical formulas of thenth momentmn(f) of the matrixHH(f)H(f) and find the optimal parameters in
order to minimize:

1

N

N∑

n=1

| mn(f)

m̂n(f)
− 1 |

where

m̂n(f) =
Trace(HH(f)H(f))n

Trace(HH(f)H(f))

As previously stated, many models can minimize this criteria by adding more and more parameters and one
cannot obviously conclude in this case if a model is better then the other or not. Moreover, how useful is it to have
a channel that fits a certain amount of moments?26.
The previous remarks show that when the abstract of a paper asserts: “This paper finds the theoretical predic-
tions to accurately match data obtained in a recent measurement campaign”, one has to be really cautious on the
conclusions to be drawn.

1.7 Conclusion

Where do we stand on channel modelling?27 This question is not simple to answer as many models have beenproposed
and each of them validated by measurements. Channel models are not getting better and better but they only answer
different questions based on different states of knowledge28. The crucial point is not creating a model but asking
the right question based on a given state of knowledge (raw measurement data, prior information, are we in a urban
area? is it a fixed network?..). A generic method for creatingmodels based on the principle of maximum entropy
has been provided and proved to be theoretically sound. At every step, we create a model incorporating only our
prior information and not more! The model achieved is broad as it complies as best it can with any case having more
constraints (but at least includes the same prior constraints). The channel modelling method is summarized hereafter:

• H(p) =
∫
−plogp+

∑
i λi{prior information}i

• Argument of consistency

The consistency argument is extremely important as it showsthat two channel modelling methods based on the
same state of knowledge should lead to the same channel model. This fact has not always been fulfilled in the past.
Our models are logical consequence of the use of the principle of maximum entropy and need not to be assumed
without deeper justification. The models proposed may seem inadequate to reality for some readers: we argue as in
[20] that the purpose of channel modelling is not to describereality but only our information about reality. The model
we achieve are consistent and any other representation is obviously unsound if based on the same state of knowledge.
However, one must bear in mind that the less things are assumed as a priori information the greater are the chances
that the model complies with any mismatched representation.

But what if the model fails to comply with measurements? The model is not to blame as it is a logic consequence
of information theoretic tools [20]. With the methodology introduced, failure is greatly appreciated as it is a source of
information and the maximum entropy approach is avid of information: the result of non-compliance is automatically
taken into account as some new information evidence to be incorporated in the question. It only means that the question
asked was not correct (double directional rather than directional for example) and should be adjusted accordingly in

26 Note that if all the moments fit, then the criteria is sound in the sense that measures such as mutual information or SINR (which
are of interest in communications) will behave similarly.

27 This question has to be taken in light of a talk “Where do we stand on maximum entropy?” made by E.T. Jaynes in 1978 at MIT
[48].

28 This point of view is not new and the misconception persists in many other fields. Descartes, already in 1637, warned us when
stating in the first lines of the French essay “Le discours de la méthode”:“ la diversité de nos opinions ne vient pas de ceque
les uns sont plus raisonnables que les autres, mais seulement de ce que nous conduisons nos pensées par diverses voies, et ne
considérons pas les mêmes choses”.
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order to imply a new model (based on some new source of information); and as it is well known, finding the right
question is almost finding the right answer.
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2.1 Introduction

A recurrent necessity in signal processing is that of extracting or restoring information from a corrupted version
thereof. This fundamental requirement is embodied in the problems of blind equalization and blind source separation
(BSS), on which it can be said that the theory of unsupervisedadaptive filtering is based. This theory encompasses
models and tools that are very general in the sense that a widevariety of problems can be fit into their framework:
communications, biomedical, pattern recognition, econometrics and image processing, among several others. This fact
in itself is indicative of how important is the research on the topic.

Interestingly enough, the development of the theory subjacent to these most interrelated problems took place along
different lines: while most techniques for blind equalization were conceived in the context of a classical SISO (single-
input /single-output) model, BSS evolved basically under the aegis of formulations of a purely spatial character. Two
decades of efforts led these fields of research into a significant degree of maturity; nevertheless, the possibility of
comparing the development of these branches and taking advantage of the potential synergy between them, which
could be decisive to enrich and facilitate their development, still remains to be fully exploited.

Therefore, the objective of this tutorial is twofold: in thefirst part, the idea is to provide an overview of both
problems, setting a basic theoretical foundation that willallow a non-expert audience to understand them; in the
second part, some important recent developments, theoretical connections and modern trends are analyzed, which
include:

• The relationships between blind equalization criteria andbetween blind and supervised equalization criteria.
• The problem of blind nonlinear equalization based on prediction-error filters.
• Blind source separation in nonlinear, convolutive and underdetermined contexts.
• An investigation of the relationships between blind equalization and blind source separation.
• The use of advanced mathematical tools in the study of sourceseparation techniques, such as algebraic methods.
• The application of evolutionary optimization techniques to the problems of equalization and source separation.

Finally, it is important to remark that this two-part tutorial was conceived under the auspices of two hopes:

• That it be useful to those who are not familiarized with the problems of equalization and source separation, which
justifies the inclusion of a first part devoted to their foundations.

• That it be attractive to experts in both areas, which explains the structure of the second part, in which modern (and
even open) topics are introduced.

The tutorial is organized as follows. Firstly, we expose thebasics of the problem of SISO channel equalization.
Afterwards, in Section 2.3, we review some concepts about multichannel equalization. In Section 2.4, we present
the fundamentals of the blind source separation problem. The second part of this document begins in Section 2.5,
in which some novel aspects concerning the problem of equalization are addressed. In Section 2.6, we provide an
overview about particular models in the BSS problem. A discussion about some relationships between the problems of
equalization and blind source separation is presented in Section 2.7. In Section 2.8, we highlight some modern trends
in the field of unsupervised signal processing.
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2.2 Equalization/Deconvolution: Single-Input / Single-Output (SISO) Systems

The objective of a communication system is to provide the means whereby information may be properly interchanged.
The process as a whole is conceived as having two poles - a group of transmitters and a group of receivers - which are
interconnected by a channel, as shown in Fig. 2.1.

Channel

x(n)

x(n)
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xM(n)

η(n)

η(n)

η(n)

ηM(n)

s(n)
s(n)
s(n)

sN(n)

Fig. 2.1.MIMO channel withN transmitters andM received signals.

In Fig. 2.1, there areN transmitted signals andM received signals, a condition that characterizes a multiple-input
/ multiple-output (MIMO) system. From this broad notion, itis possible to reach some relevant particular cases [1]:

• SIMO (single-input / multiple-output) systems, whenN = 1 andM > 1;
• MISO (multiple-input / single-output) systems, whenN > 1 andM = 1;
• SISO (single-input / single-output) systems, whenN = 1 andM = 1.

Initially, we will be exclusively concerned with systems belonging to the last class, particularly due to their con-
ceptual simplicity and historical precedence. In sections2.3 and 2.4, systems with multiple inputs and/or multiple
outputs will be studied in more detail.

2.2.1 The channel and its effects

In general, the channel through which the information is interchanged possesses features that are responsible for
modifying the transmitted signal. These distortions, if not properly dealt with, may cause the received message to be
reconstructed with an unacceptable degree of imprecision.

In order to illustrate this point, let us assume that the communication channel is modeled as a linear and time-
invariant (LTI) system whose output is added to a stochasticprocess that represents the thermal noise in order to form
the received signalx(n):

x(n) =
∞∑

k=−∞
h(k)s(n− k) + η(n), (2.1)

whereh(n) is the channel impulse response andη(n) is the additive noise. If we rearrange the terms of (2.1) in order
to emphasize the presence of the transmitted signals(n)4, we will get to:

x (n) = h (0) s (n) +

∞∑

k=−∞,k 6=0

h (k) s (n− k) + η(n). (2.2)

It is noticeable that the received signal is formed by a combination of three terms: the message of interests(n), the
additive noise, of whose presence we were already aware, anda term

∞∑

k=−∞,k 6=0

h (k) s (n− k), (2.3)

which corresponds to a superposition of delayed versions ofthe transmitted signal. This term is the mathematical
expression of the so-called intersymbol interference (ISI), a major concern in digital band-limited systems [2, 3].
4 We will treat the non-delayed signals(n) exclusively for the sake of simplicity, since, as it will become clearer in the following,

any equalization delay would be acceptable.
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2.2.2 The idea of equalization

The model we have just exposed, which is the SISO channel model we will adopt in the course of the entire work,
unveils the existence of two noxious effects that are potentially capable of degrading communication: ISI and noise.
Now, it is time for us to analyze a classical approach to the problem of mitigating them5: the use of an equalizer.

An equalizer can be defined as a specially tailored filter whose objective is to process the received signal in order to
generate an output signal as close as possible to the original message. In mathematical terms, the goal of an equalizer
is to obtain

y (n) = αs (n− d) , (2.4)

wherey(n) is the equalizer output,α is a constant andd is the so-called equalization delay.
Since the equalizer is a filter, and, moreover, it is up to us the task of carrying out its project, there are three

questions that must be answered: 1) what filtering structurewill be adopted? 2) What criterion will guide the choice of
its free parameters? 3) How will the optimal solution be found? In this section, we will give a classical answer to the
first question: the equalizer is assumed to be a linear and time-invariant (LTI) filter with finite impulse response (FIR).
The rest of our discussion will be devoted to the remaining questions.

The Zero-forcing criterion

If we ignore for a moment the existence of additive noise, we will be faced with a scenario in which channel and
equalizer form a cascade of two LTI systems. Let us assume that the transfer function of the channel isH(z) and that
the transfer function of equalizer isW (z). Under these circumstances,

Y (z) = H(z)W (z)S(z). (2.5)

Applying the z-transform to the ideal condition (2.4), we get to:

Y (z) = αz−dS(z). (2.6)

By replacing (2.6) into (2.5), we find the equalizer transferfunction that produces the ideal condition:

W (z) =
αz−d

H(z)
. (2.7)

This transfer function shows that the equalizer must be, in acertain sense, the inverse of the channel - a quite
satisfactory result in intuitive terms. In the time domain,the above condition leads tow(n)∗h(n) = [ 0 · · · 0 1 0 · · · 0],
which means that the combined impulse response is forced to assume a value equal to zero in all instants, exceptn = d,
wherefore the solution expressed in (2.7) is referred to as zero-forcing (ZF) [1]. The ZF solution is very important
from the analytical standpoint, but, in practice, it suffers from two drawbacks: 1) in the most common scenario - that
in which both channel and equalizer are FIR filters - the solution is unattainable, and 2) it does not take noise into
account, which may be disastrous in some cases.

The Wiener criterion

The Wiener criterion is arguably the cornerstone of the entire optimal filter theory. In the context of equalization,
its goal is identical to that of the ZF criterion: to seek the ideal condition presented in (2.4). However, contrarily to
the ZF approach, the Wiener criterion adopts a perspective that has two strong points: 1) it encompasses the idea of
proximity between a given case and the ideal one, and 2) it employs a statistical measure. These positive aspects allow
the application of the Wiener criterion to a wide range of structures and, in addition to that, eliminate any restrictions
to the presence of randomness or noise.

The Wiener cost function is given by:

JWiener = E
[
|s (n− d)− y (n)|2

]
= E

[
|e (n)|2

]
, (2.8)

wheree(n) represents the error between the output signal and the desired response. The reader should notice that
JWiener is simply a measure of the distance between the two members of(2.4) in the ideal case in whichα = 1,

5 Notwithstanding the fact that an equalizer is able to mitigate noise-related effects, it is more commonly associated with the task
of reducing ISI. Accordingly, our analysis will focus on thelatter sort of distortion.
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which attests the similarity between this approach and the ZF solution. Since the equalizer is assumed to be a FIR
filter, it is straightforward to obtain the optimal parameter vector, i.e., the Wiener solution:

w = R−1p, (2.9)

whereR is the correlation matrix ofx(n), andp is the cross-correlation vector between the received and transmitted
signals. Thus, the optimal parameter vector depends on the correlation structure of the received signal and on the
correlation between the received signal and the transmitted message (which is essential, since the filter will attempt to
“build the desired signal from the received signal”). In practice, this solution is usually searched in an iterative basis
with the help of the LMS (Least Mean Square) or the RLS (Recursive Least Squares) algorithm [1].

The Wiener approach is a simple and elegant solution to the equalization problem. However, it should not be
overlooked that it is a solution founded on an implicit assumption: that it is possible to have access, at the receiver,
to samples of the desired signal. This hypothesis, which explains why the Wiener criterion belongs to the class of
supervised paradigms, may be a serious problem in a number ofreal-world applications. This limitation is theraison
d’êtreof the so-called unsupervised or blind techniques, which will be the object of our subsequent discussions.

Blind Equalization via Linear Prediction

Let us analyze the problem we have just raised to find suitableblind equalization criteria. A classical “first solution”
to this problem is to use a linear prediction-error filter in the role of equalizer. In order to understand this proposal, we
should consider the prediction6 task in itself.

The problem of predicting the future of a time series is commonly formulated as that of finding a filter that
minimizes the Wiener-like cost function:

JPrediction = E
[
|x (n+ 1)− y (n)|2

]
= E

[
|ePrediction (n)|2

]
, (2.10)

wherey(n) = f [x(n), x(n− 1), · · · , x(n− k)], a function of past samples of the received signal. If the filtering
structure is assumed to be linear, its optimal parameters can be calculated via the direct application of (2.9). In this
case, the prediction error can be defined as being:

ePrediction = x (n+ 1)− y (n) . (2.11)

The prediction-error filter is simply a device whose input isthe received signalx(n) and whose output is the prediction
errorePrediction(n).

At this point, it is important to highlight two properties ofprediction-error filters [4, 1]:

• A prediction-error filter is, at least in the limit of a structure with a sufficient number of parameters, a whitening
filter. In other words, the output of a PEF tends to be an uncorrelated random process.

• A (forward) prediction-error filter is a minimum-phase device.

The first of these properties is essential from the standpoint of blind equalization. Since, as a rule, the transmitted
signals(n) is considered to be formed by i.i.d. samples, it is tempting to imagine the possibility of using a whitening
filter such as the PEF as an equalizer tuned to invert the action of the communication channel by eliminating the
correlation it introduces. However, the reader should notice that to produce uncorrelated samples is different from
producing independent samples [5]. This essential limitation, which will play a key role in many parts of this tutorial,
dramatically reduces the scope of application of a blind equalizer based on second-order statistics (SOS). The use
of SOS simply is not enough to recover the character of independence that is inherent to the transmitted signal in a
general scenario. As a matter of fact, PEF are effective onlyin the context of minimum-phase channels, which is in
consonance with the second property presented above [4].

Blind Equalization: the Benveniste-Goursat-Rouget and Shalvi-Weinstein theorems

Since the use of second-order statistics is not enough to produce an unsupervised paradigm that is both sound and
general, it is time for us to look for more solid bases. This solidity is provided by a pair of results on which the entire
blind equalization theory is founded: the Benveniste-Goursat-Ruget (BGR) and the Shalvi-Weinstein (SW) theorems.
In order to understand these results, let us firstly present their fundamental hypotheses [6, 7]:

6 In this section, we will consider, without loss of generality, that the term “prediction” refers to forward prediction.
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• The transmitted signal is composed of nongaussian i.i.d. samples;
• The channel and the equalizer are LTI filters, and the additive noise is negligible;
• It is possible to reach a condition of perfect inversion (i.e. a ZF condition).

The first two assumptions are responsible for establishing ascenario in which the transmitted samples are independent
and nongaussian7 and the channel is conceived as a device that generates intersymbol interference. The last condition
indicates that the theorems will emphasize the statisticalaspects of blind equalization in an ideal (from the structural
standpoint) case.

Having thus set the scene, we are ready to state and discuss the Benveniste-Goursat-Ruget (BGR) theorem [6]:

Theorem 1 (Benveniste-Goursat-Ruget).Under the previously defined conditions, if the probabilitydensity functions
of the transmitted signal and of the equalizer output are equal, then the ZF solution is necessarily attained.

The most important aspect of the BGR theorem is the perspective it opens of expressing a ZF (i.e. an ideal)
configuration without making use of the channel impulse response and of an error signal: the rule is to seek the set of
parameters that engenders an output signal whose pdf matches the pdf of the transmitted signal. This result is crucial,
since it discloses the possibility of obtaining an efficientequalizer with the sole aid of statistical properties. Moreover,
since knowledge of a pdf implies knowledge of all of its moments [5], we have overcome the SOS limitation that
characterizes the prediction-based approach described inthe last section. Finally, the demand for nongaussian signals
can be understood in a straightforward manner: since a linearly filtered Gaussian process remains Gaussian, the idea
of matching pdf’s would be, in such a case, restricted to power normalization.

The BGR theorem was responsible for demonstrating the viability of the idea of blind equalization. However, a
decade later, Shalvi and Weinstein demonstrated that the condition of equality between the pdf’s of the transmitted
and estimated signal, albeit solid, was excessively stringent. Under the same conditions, the authors arrive at a blind
expression of the ZF condition with the help of a less restrictive amount of information concerning the involved signals:
their cumulants.

Cumulants are statistical measures derived from the characteristic function [5]. We denote an order(p, q) cumulant

asCy(n)
p,q . Until third order, i.e.,p+ q ≤ 3, the cumulants are equal to the moments of a random variable.Thus,Cy(n)

1,1 ,

e.g., for a zero mean signal, is equal to its variance. The forth order cumulant,Cy(n)
2,2 , is called kurtosis. Its definition

based on moments is given by:

C
y(n)
2,2 = K [y (n)] = E

[
|y (n)|4

]
− 2E2

[
|y (n)|2

]
−
∣∣E
[
y2
]∣∣2 (2.12)

With this concepts defined, we are now in position to state theShalvi-Weinstein theorem [7]:

Theorem 2 (Shalvi-Weinstein).Under conditions 1, 2 and 3, ifE
{
| s(n) |2

}
= E

{
| y(n) |2

}
and |K [y(n)]| =

|K [s(n)]|, then the ZF solution is necessarily attained.

This result shows that, in order to express the ZF condition in statistical terms, it is not necessary to match all
the moments of the two signals of interest: it suffices to takeinto account the second-order moment and the fourth-
order information brought by the kurtosis. In intuitive terms, this means that, after a sort of power normalization, a
higher-order statistic can be used to conclude the task of finding an effective equalizer.

Blind Equalization Criteria

The BGR and SW theorems are results that demonstrate the effectiveness of the idea of blind equalization and indicate
what type of statistical entity may be employed to counterbalance the channel effects. Thus, when it comes to building
equalization criteria and algorithms, the theorems are, inessence, two interesting possible starting points. There are
techniques, such as the decision-directed, Sato and Godardcriteria, which were proposed without making explicit
use of the framework established by theorems; conversely, there is a family of algorithms associated with the Shalvi-
Weinstein theorem. The objective of this section is to expose the approaches that form, in a certain sense, the class
of the most widely employed blind equalization solutions. Later, we will have more to say on the properties of these
techniques, as well as on their relationships.

7 The nongaussianity restriction is, as the reader will notice, recurrent in blind equalization and source separation.
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The Decision-directed (DD) approach

The origins of the decision-directed (DD) approach [8] are related to the need for simple practical solutions that
characterized the development of the field of digital communications. Essentially, the DD criterion can be thought
of as a sort of “modified Wiener criterion” in which the desired signal is replaced by the estimate provided by the
decision-device. Mathematically, its cost function is defined as:

JDD = E
[
|dec (y (n− d))− y (n)|2

]
, (2.13)

wheredec (·) denotes the decision function. Calculating the gradient ofthis function with respect to the parameters of
the equalizer and applying the usual stochastic approximation, we obtain the decision-directed algorithm[8, 1].

The idea behind this proposal becomes clearer if we imagine that it is possible to have access to samples of the
transmitted signal during a relatively small training period, and that, afterwards, the process of adaptation must proceed
in a blind fashion. If the supervised stage is capable of engendering a situation in which the equalizer “opens the eye
pattern”, it is viable to assume that the message reconstructed at the decision-device output will be accurate enough
to guide the blind adaptation process. A modification of thisidea gives rise to the Sato algorithm [9], which, in the
context of a system endowed with a multilevel modulation (e.g. 8-PAM), attempts to recover exclusively the most
significant bit via a DD-like scheme.

Godard - Constant Modulus algorithm

The Godard algorithm, first proposed by Dominique Godard in 1980 [10], is probably the most studied blind
equalization algorithm. It is based on the following criterion:

JGodard = E [|y (n)|p −Rp]q , (2.14)

whereRp is a constant that depends on the kind of modulation employedin the transmission. This cost function is
based on the notion of minimizing the equalizer output dispersion around a constant value dependent on the charac-
teristics of the adopted modulation. An important propertyof the Godard criterion is that it is “phase-independent”,
which is useful to dissociated the equalization task from that of carrier recovery. By far, the most common choice for
p andq is p = q = 2, in which case (2.14) is called constant modulus (CM) criterion, and the associated stochastic
gradient algorithm is known as the constant modulus algorithm (CMA)[10, 11].

Shalvi-Weinstein : The Super Exponential Algorithm

Another important family of algorithms used in blind equalization is directly obtained from the Shalvi-Weinstein
theorem. Let the equalizer output be expressed as

y(n) =
∞∑

k=−∞
c(k)x(n− k), (2.15)

wherec(n) is the combined channel-equalizer responsec(n) = w(n) ∗ h(n). It is possible to show that the relashion-
ship between the(p, q) order cumulants ofs(n) andy(n) is given by

∣∣∣Cy(n)
p,q

∣∣∣ =
∣∣∣Cs(n)
p,q

∣∣∣
∣∣∣∣∣
∑

k

|c (k)|4
∣∣∣∣∣ ≤

∣∣∣Cs(n)
p,q

∣∣∣
∣∣∣∣∣
∑

k

|c (k)|2
∣∣∣∣∣. (2.16)

Following Theorem 2, the first condition for obtaining a ZF solution is thatE
{
| s(n) |2

}
= E

{
| y(n) |2

}
. If that

is the case, from (2.16) we can conclude8 that
∑
k

|c (k)|2 = 1, which means that the last inequality will become an

equality only if the vector of the combined channel-equalizer response with a single nonzero element with magnitude
equal to one (i.e., a ZF solution).

Based on (2.16) and on the discussion above, the criterion proposed by Shalvi and Weinstein [7] is to maximize∣∣∣Cy(n)
p,p

∣∣∣, with p+ q > 2 (higher-order cumulant), subject to the power restriction. The adopted values forp andq are

p = 2, q = 1 (third-order cumulant) andp = 2, q = 2 , which results in the kurtosis. The latter is used more often
because the third-order cumulants of symmetric distributions are zero.

8 Remembering thatE
˘

| s(n) |2
¯

= C
s(n)
1,1 andE

˘

| y(n) |2
¯

= C
y(n)
1,1 .
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The power restriction may also be substituted by a normalization what gives rise to the following criterion: maxi-

mization of |Cy(n)
p,p |

“

C
y(n)
1,1

”
p+q
2

. This criterion is used for the deduction of the super-exponential algorithm, also proposed by

Shalvi and Weinstein [12].

2.3 Multichannel and Multiuser Systems

Section 2.2 was dedicated to presenting the fundamentals ofthe blind equalization of SISO systems. Henceforth, we
shall discuss some aspects involving the generalization ofthis problem to the cases of SIMO and MIMO systems.
In a first moment, we explain how the SIMO framework allows us to surmount a structural problem present in the
SISO context. Afterwards, we turn our attention to the MIMO case and briefly expose the tasks of spatial filtering and
multiuser detection.

2.3.1 Equalization of a SIMO Channel and Fractionally-Spaced Equalizers

In Section 2.2, we remarked that, in a practical SISO scenario, it is impossible to attain the ZF condition, since the
action of an FIR channel cannot be completely inverted usingan FIR equalizer. Naturally, a sufficiently large equalizer
can be, in theory, employed to reach a desired degree of accuracy in the process of inversion. However, this approach
can be quite unpractical if one also looks for a receiver thatbe as simple as possible, which is indeed fundamental in
communications. Fortunately, as we will show in the following, it may be possible, in the context of SIMO systems,
to reach a ZF condition by using a set of FIR filters.

This can be achieved, for instance, via the notion of oversampling. In order to illustrate the idea, which is simply
that of sampling the received signal with a rateP times higher than the baud rate1/T , let us firstly consider the
expression of the received signal, in the absence of noise, for the classical SISO channel discussed in Section 2.2

x(nT ) =
∞∑

k=−∞
h((n− k)T )s(k). (2.17)

Supposing that the new sampling rate isTs = T/P , we may write

x(nTs) = x(n
T

P
) =

∞∑

k=−∞
h(
nT

P
− kT )s(k). (2.18)

It is possible to show that the samples associated with thep-th sequence obey the general form

xp(nT ) = x(nT +
pT

P
) = x((kP + p)Ts) (2.19)

From (2.18), the following the expression

hp(nT ) = h(t)
∣∣∣
t=T0+nT+ p−1

P

, p = 0, . . . , (P − 1) (2.20)

can be interpreted as the channel discrete-time impulse response associated with thep-th sequence. Therefore, it is
possible to view the oversampled signal as being formed by the concatenation of baud-spaced samples filtered byP
of these subchannels, as shown in Fig. 2.2.
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Fig. 2.2.SIMO channel/equalizer.
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Under these circumstances, a straightforward solution is aFIR filter that process the oversampled sequence, i.e.,
a fractionally-spaced equalizer. This device can be understood as a set of baud-spaced subequalizers, as shown in
Fig. 2.3.
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Fig. 2.3.SIMO channel withP subchannels.

Notwithstanding the solidity of these ideas, a relevant question can be asked: under what conditions can a ZF
solution be attained in the above described framework? The key to answering it is the so-called Bézout’s identity9,
which can be enunciated in simple terms as: if theP subchannels have no roots in common, it is possible to obtaina
set of sub-equalizers such that a perfect equalization condition is reached, i.e.,

WH(z)H(z) = 1, (2.21)

where the set of transfer functions of theP sub-channels by is represented by the vector of polynomialsH(z) =
[H1(z), . . . , HP (z)]T . Analogously, each element of the vector of polynomialsW (z) = [W1(z), . . . ,WP (z)]T cor-
responds to a transfer function associated with one sub-equalizer. In intuitive terms, this identity simply reveals that,
if we wish to invert the channel by passing from a SISO model toa SIMO model, it is important that the oversampling
process bring “non-redundant” information to the scene (which justifies the demand that there be no zeros in common).

Fractionally-spaced equalizers can be adapted via the samesort of criteria discussed in Section 2.2. For the cases
in which the Bézout’s identity is valid, and, consequently, a ZF solution is attained, the convergence analysis of
algorithms like the CMA resembles the efforts of Godard and Foschini, both in terms of mathematical tractability and
in the nonexistence of local minima [14, 15].

2.3.2 MIMO Channels, Antenna Arrays and Multiuser Detection

After having discussed the essential aspects of SISO and SIMO equalization, it is time for us to turn our attention to
the most general case: that of MIMO systems. The MIMO models of both channel and equalizer can be described, in
simple terms, as a combination of multiple SIMO vector equalizers [15], as shown in Fig. 2.4.
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Channel Equalizer

Fig. 2.4.Example of a MIMO channel.

9 It is possible to generalize the Bezout’s identity as follows:WH(z)H(z) = z−d [13].
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For this model, the channel output can be defined as

x (n) = H (n) ∗ s (n) =
∑

k

H (k) s (n− k) (2.22)

whereH (n) represents the channel response. Analogously, the equalizer output is

y (n) = W (n) ∗ x (n) =
∑

k

W (k)x (n− k) (2.23)

Given (2.22) and (2.23), it is possible to define the ideal (ZF) equalization condition as:

W(z)H(z) = PD(z) (2.24)

whereW(z) andH(z) represent the z-transform of, respectively,W(n) andH(n), P represents a permutation matrix,
andD(z) a diagonal matrix, whose elements are arbitrary filters10.

The possibility of reaching the ZF condition is, in this case, related to the rank of the frequency-response matrix
of the channel [15]. As it was the case in the previous sections, the analysis of blind algorithms like the CMA will be
heavily dependent on the attainability of an ideal solution.

Adaptive Antenna Arrays

A classical particular case of the presented MIMO model emerges whenM transmitted signals are captured by an array
of N antennas, each one capable of modifying the gain and the phase of an incident waveform. The most common
situation is that in which the array is composed of sensors that are equally spaced and linearly disposed, as shown in
Fig. 2.5.
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Fig. 2.5.Linear antenna array.

In this context, the received signal consists of a purely spatial superposition of transmitted waveforms:

x(n) = Hs(n) (2.25)

whereH is a matrix that contains all relevant information about thedirections of arrival (DOAs) of the incident signals
and their relationship with the geometry of the array [1].

Several algorithms can be used to adapt the coefficients of anantenna array. The Wiener approach and all blind
techniques discussed in Section 2.2 can be, in theory, applied. Furthermore, there are some solutions that were specif-
ically developed to operate in the environment establishedby (2.25), such as the Applebaum [16], Frost [17] and
Resende [18]algorithms.

10 It is interesting that the reader observe the similarity between (2.24) and the perfect separation condition that will be presented
in section 2.4.
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Finally, it is important to cite another related problem, that of multiuser detection, which is typically formulated in
terms of a MIMO channel whose input is formed by several digitally-modulated signals that must be separated at the
receiver. The study of the solutions to this task is an interesting bridge between the worlds of equalization, which we
have analyzed so far, and of source separation, which is the domain we are about to enter [19].

2.4 Blind Source Separation

After describing the basics of the multichannel problem, weare now in a position to introduce the problem of blind
source separation (BSS). The origin of this subject dates back to the work of Hérault, Jutten and Ans [20], who
addressed the biological problem of modeling the coding related to the muscle contraction phenomena. Since then,
BSS has been attracting a lot of attention from many researchcommunities, mainly due its generical formulation,
that broaden the range of applications in which the tools developed under this framework can be applied. For in-
stance, typical BSS problems can be found in biomedical signal processing [21], telecommunications [19] and audio
processing [22]. Furthermore, there are many others applications of ICA [23] (Independent Component Analysis), a
data analysis technique that is closely related to BSS. In the following, we shall present the BSS basics, as well the
ICA-based solutions to such problem.

Let s(n) = [s1(n), s2(n), . . . , sN (n)]
T denoteN source signals andx(n) = [x1(n), x2(n), . . . , xM (n)]

T be the
M mixtures of these sources, i.e.,

x(n) = F(s(n)), (2.26)

where the mappingF(·) models the action of a mixture system. The model also represents the general case of a MIMO
system, as discussed in Section 2.3. Typically, it is assumed that the sources are statistically independent. The aim ofa
BSS technique is to recover the source signals by adjusting the parameters of a separating system based solely on the
observed samples of the mixtures. Mathematically, the recovering process is expressed by

y(n) = G(x(n)), (2.27)

wherey(n) = [y1(n), y2(n), . . . , yN (n)]T denotes the recovered sources andG(·) models the action of the separating
system. This situation is depicted in Fig. 2.6.
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Fig. 2.6.The problem of blind source separation.

The simplest form of the BSS problem takes place when the mixture process is modeled as a linear and instan-
taneous system. Also, it is usually assumed that the number of sensors is equal to the number of sources (N = M ).
Therefore, the mixture processing in this situation can be described as follows11:

x = As, (2.28)

where the mixing matrixA is of dimensionN × N . It is quite natural that the structure of the separating system in
this case be given by

y = Wx, (2.29)

11 For the sake of notation simplicity, the time indexn will be omitted here and in the subsequent parts of this section.
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whereW is aN ×N matrix. Ideally, it is expected that the separating system invert the action of the mixture process,
i.e., thatW = A−1. Nevertheless, it would be equally satisfactory if one could recover a scaled version of the source
vector, or even a permutation of it. These conditions can be expressed in mathematical terms as

W = DPA−1, (2.30)

whereP andD denote a permutation and an invertible diagonal matrix, respectively. Thus, any valid BSS criterion
should lead to a solution in accordance to (2.30). In the sequel, we shall discuss the crucial point of adjusting the
matrixW so that this desirable condition be attained.

2.4.1 Second-Order Statistics Approach

As remarked in [24], until the 1980’s it was usual, in the signal processing community, to merge the concepts of
statistical independence and uncorrelatedness between random variables. This was a consequence of the widespread
use of Gaussian models of signal, for which case the notions of independence and uncorrelatedness are equivalent.
In this context, a first idea [20] to adjust the matrixW relied on the following principle: given that the sources are
mutually independent, and, thus, uncorrelated, the mixingsystem can be viewed as a correlator, that is, a system that
correlates the input signals. Therefore, it would be possible to separate the sources by guiding the adjustment ofW in
order that the estimates of the sources be uncorrelated too,in a kind of uncorrelatedness recovering12.

This procedure is usually called whitening and can be performed by the classical data analysis technique namely
Principal Component Analysis (PCA) [23]. Unfortunately, it was firstly indicated in [20] that the second-order ap-
proach does not guarantee a proper separation. Actually, the obtained solution for the separating system in this case is
given by

W = QA−1 (2.31)

whereQ corresponds toN ×N orthogonal (rotation) matrix. In fact, since the effect of an orthogonal linear transfor-
mation is to rotate the input vector, the mixturesy = Qs differ from the source in a spacial phase.

Despite its incapability to accomplish the separation task, the whitening approach is commonly utilized as a pre-
processing stage in BSS. After the conduction of such stage,the adaptation of the separating system is reduced to the
problem of finding the orthogonal matrixQ. This simplification improves the performance of many BSS techniques
and, for this reason, it is said that the whitening can be solve a half of the BSS problem. Moreover, there are some BSS
algorithms in which the realization of a whitening stage is anecessary condition for a proper operation.

2.4.2 Independent Component Analysis

In the seminal work of Hérault et al [20], a learning rule forthe matrixW based on the “uncorrelatedness principle”
was derived. Evidently, for the reasons discussed above, this algorithm fails to separate the sources and, in face of this
limitation, they proposed a modification in this strategy. By introducing nonlinear functions in the obtained learning
rule, they performed the adaptation ofW in order to produce elements ofy that are nonlinearly uncorrelated rather
than just uncorrelated. This modification is the essence of the Hérault-Jutten algorithm, and was a major breakthrough
in the BSS problem, not only because of its efficiency, but because it was the first technique to introduce higher-order
statistics (HOS) in the problem13.

It was Pierre Comon [25] who clarified this idea by formalizing the concept of ICA. In contrast with the whiten-
ing approach, the main idea in ICA is to adjust the matrixW so that the elements ofy be mutually statistically
independent. Based on Darmois’ theorem, Comon has shown [25] that if this condition and the following ones

• There is at most one Gaussian source;
• Matrix A is invertible;

hold, thenW takes the form presented in (2.30); in other words, to recover the independence implies source separation
up to scaling and permutation ambiguities.

A major point in the ICA theory concerns the conception of measures that quantify the notion of statistical inde-
pendence. Aiming to derive the guidelines to the development of such measures, Comon evoked the idea of contrast
function, i.e., a functionΨ(y) that must satisfy the following conditions

12 Interestingly enough, this rather intuitive idea was also employed in the blind equalization problem, as discussed in Section 2.2,
when the linear prediction approach was introduced.

13 In [23], for instance, it is shown the use of a nonlinear correlation measure implicitly brings information about the HOSof the
signals.
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• Ψ(y) should be invariant to permutations and scaling of the vector y, i.e.:

Ψ(y) = Ψ(DPy), (2.32)

for any permutation matrixP and diagonal matrixD;
• When the elements ofy are statistically independent, the following expression should be valid

Ψ(y) ≤ Ψ(Ay), (2.33)

for any invertible matrixA.

From these conditions, it sounds natural to define the goal ofthe ICA approach as being the minimization, with respect
to W, of a contrast function.

A possible candidate to contrast function is the concept of mutual information, which is defined, for a random
vectory of N elements, as

I(y) =

N∑

i=1

H(yi)−H(y), (2.34)

whereH(·) denotes the Shannon entropy [26]. A fundamental property ofmutual information is that it is always non-
negative, being zero if and only if the elements ofy are statistically independent. Hence, one may conclude that such
measure satisfies the conditions described above, and, as consequence, that it is a valid criterion to guide the optimiza-
tion of W. Nonetheless, the development of techniques in the spirit of this formulation may be extremely difficult,
because it becomes necessary to introduce entropy estimation stages, which may demand a high computational effort.
Fortunately, there are other means to carry out the separation task in which no such estimation is needed, as it will be
seen in the following sections.

Maximization of Nongaussianity and the FastICA Algorithm

A well-established approach in the ICA theory is based on thenongaussianity principle [27], which can be understood
through its connection with the central limit theorem (CLT)[5]. Since, in summary, the CLT states that a sum of several
independent random variables tends toward a Gaussian distribution, it is expected that each mixture signal, which is a
linear combination of sources, be “more Gaussian” than the sources themselves. Taking this observation into account,
a straightforward strategy to perform BSS is to adjust the separating system in order to maximize the nongaussianity
of its outputs.

Despite the simplicity of the above justification, the nongaussianity approach is solidly and closely related to the
idea of minimizing the mutual information, as shown in [28].This fact becomes clear after some algebraic manipula-
tion of (2.29) and (2.35), which leads to

I(y) =
N∑

i=1

H(yi)−H(x)− log | det(W)|. (2.35)

From this expression, one may notice thatH(x) does not depend on the parameters of the separating system, and,
therefore, can be ignored in the optimization task. Furthermore, when the matrixW is restricted to be orthogonal14,
and the variance ofy is forced to be constant, the last term of (2.35) is also constant during the optimization proce-
dure, which permits us to conclude that the minimization of the mutual information, in this case, is equivalent to the
minimization of the marginal entropies ofy. Besides, from information theory, it is well-known [26] that the Gaussian
distribution is the one with maximum entropy over all distributions with the same variance. Therefore, the maxi-
mization of nongaussianity is equivalent to the minimization of the marginal entropies, hence, to the minimization of
mutual information - tacitly, the nongaussianity approachalso follows the guideline proposed by Comon: to recover
the property of statistical independence.

Naturally, as in the independence-based criteria, we must have a quantitative measure of gaussianity in the
nongaussianity-based approach. One possibility is to conceive a criterion based on the kurtosis of the elements of
y, since this cumulant is equal to zero for the Gaussian distribution. For instance, the maximization of the sum of the
absolute values of these kurtosis is in accordance with the nongaussianity principle. Nevertheless, there is a serious
drawback related to the sensibility of kurtosis to outliers, which may deteriorate the performance of the algorithms
derived from this approach [23].

14 In the nongaussianty approach, a whitening pre-processingstage is mandatory, since the solution must be restricted toan or-
thogonal matrix.
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In order to overcome this limitation, an alternative approach based on the concept of negentropy was developed.
In accordance with the nongaussianity approach, the negentropy of a random variabley, which is defined as

J(y) = H(yg)−H(y), (2.36)

whereyg is a Gaussian random variable with the same variance ofy. The nice property of this quantity is that it always
assumes a non-negative value, being zero only for a Gaussiandistribution. Hence, the maximization of negentropy
would lead to a variabley that is the least gaussian as possible. At a first glance, we notice that the evaluation of
negentropy requires probability density estimation and evaluation of marginal entropies, as in the mutual information
approach. Fortunately, it is possible to resort to the following approximation [23]

J(y) ∝
[
E{G(y)} − E{(G(yg))}

]2
(2.37)

whereG(·) is a nonquadratic function.
The most celebrated technique for BSS of linear mixtures, the FastICA algorithm [29], was conceived in the light

of the nongaussianity approach. In particular, its versionfor negentropy maximization has been applied in many real
problems. The widespread use of this algorithm can be justified by two remarkable features. The first one is its fast con-
vergence speed, and the second is related to the possibilityof separating sources in a kind of serial processing. While
the former characteristic is due to the adoption of a Newton’s method-based algorithm, the latter is a consequence of
the nongaussianity criterion be exclusively based on marginal measures of the vectory.

In mathematical terms, the FastICA algorithm for negentropy maximization is described as follows

wi ← E{xG′(wT
i x)} − E{G′′(wT

i x)}wi

wi ← wi / ‖ wi ‖, (2.38)

wherewT
i denotes thei-th column ofW. The extraction of one source can be readily obtained from this learning

rule. After that, if the extraction of more than one source isdesired, this one-unit algorithm should be performed
again. However, it becomes mandatory in this case that therebe a strategy capable of avoiding the recovery of a
source that was already obtained. The answer to this problemis founded on the orthogonality ofW. Actually, since
the ideal solution for this matrix lies on the space of orthogonal matrices, it expected that the columns ofW also be
orthogonal when the ideal solution is reached. Therefore, by applying a mechanism that guarantees the orthogonality
of its columns, the difficulty can be overcome. There are two methods to accomplish this task. In the first one, called
deflation, orthogonalization is done in a serial fashion, that is, having estimated the first column, the second one
should be orthogonal with respect to it, and so on. On the other hand, in the symmetric orthogonalization approach,
the orthogonalization ofW is conducted at the end of each iteration of the several one-unit instances.

Infomax and Maximum-Likelihood Approaches

The Infomax criterion [30] is one of the most relevant information-theoretic unsupervised learning rules for neural
networks. In order to describe how this idea is applied in thecontext of BSS, let us consider the neural network
presented in Fig. 2.7. The Infomax-based training relies onthe maximization of the information transferred between
x andz, which, for the BSS model, culminates in the maximization ofthe joint entropy ofz. After some algebraic
manipulations, this idea can be expressed by the following optimization problem

max
W

H(z) ≡ max
W

E{
N∑

i=1

log(g
′

i(wix))} + log(| det(W)|), (2.39)

wheregi(·) corresponds to thei-th activation function.
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Fig. 2.7.Separating system in the Infomax criterion.
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It is also possible to interpret the Infomax scheme under theaegis of the Maximum Likelihood (ML) estimator
of the linear BSS model. In [31], Cardoso showed that these approaches are equivalent when the activation functions
are defined in consonance with the cumulative distributionsof the sources. More precisely, the expression (2.39)
corresponds to the likelihood function for the BSS model when g

′
i(·) represents the cumulative of thei-th source. As

a matter of fact, it seems more reasonable to conceive the Infomax as a sort of approximation of the ML approach,
as no knowledge about the distributions of the sources is assumed in the BSS problem. Interestingly enough, several
works [32, 33] point out that the separation task can be performed even when rough approximations of the cumulative
distributions are considered, which attests the theoretical solidness of the Infomax criterion.

A very illustrative interpretation of the Infomax and ML approaches arises when the expression (2.39) is rewritten
in the following terms [31]

max
W

H(z) ≡ min
W

D(py(y), ps(s)) + constant (2.40)

whereD(py(y), ps(s)) correspond to the divergence of Kulback-Leibler (KL) between the distributions of the
sources15, s, and of their estimatesy. Given that the divergence of KL expresses an idea of distance between dis-
tributions, we may interpret the criterion (2.39) as a distribution matching strategy, i.e., the aim in this paradigm isto
adjust the separating matrixW in order to obtain an output distribution as close as possible to the hypothesized one.

The first efficient solution to the BSS problem was conceived from the Infomax idea16. By performing the optimiza-
tion of (2.39) through the application of the steepest descent method, Bell and Sejnowski [30] derived an algorithm
that is extremely simple to implement, and yet permits the separation of a great number of sources. Mathematically,
the Bell-Sejnowski (BS) algorithm is described by the following learning rule

W ←W + µ{E{G(Wx)xT }+ (WT )−1}, (2.41)

whereµ corresponds to the step size andG(·) = [G1(·) . . . GN (·)] is a vector of functions such thatGi(x) =
d log(g

′
i(x))/dx. If the expectation is omitted in this expression, one readily obtains the online version of the BS

algorithm.
Another solution to optimize (2.39) is founded on a variant of the gradient method called natural or relative gradi-

ent [34, 35]. The principle behind the optimization of a costfunctionJ(W) via this strategy is to seek at each iteration,
an incrementδ so thatJ(W + δ ·W) be maximized. This idea is in contrast to the classical definition of gradient, in
which one searches for an increment△ so thatJ(W +△) be maximized. As pointed out by Amari [35], due to the
Riemannian structure of the parameter space associated with the matrixW, the steepest direction is not given by the
ordinary gradient, but instead by the natural gradient. Accordingly, he proposed the following optimization strategy:

W←W + µ(I + E{G(y)yT })W. (2.42)

It is especially worthy of attention that this learning ruledoes not demand the inversion ofW at each iteration, thus
being more efficient than the BS algorithm.

Nonlinear PCA

As discussed in Section 2.4.1, source separation cannot be performed with the sole use of second-order statistics,
which means that it is impossible to accomplish such task by in the PCA framework. Besides, we have also mentioned
that it is possible to add higher-order statistics to the problem by introducing nonlinear functions in second-order
based criteria, as it was done in the Hérault-Jutten algorithm. As a matter of fact, the essence of the Nonlinear PCA
(NPCA) [23] approach is related to the same idea.

PCA can be defined as a technique that will seek a matrixW̃ such that

W̃ = argmin
W

E{‖x−
N∑

i=1

(wT
i x)wi‖2}, (2.43)

wherewi denotes thei-th column ofW andwT
i wj = δij . In the case of the NPCA approach, the following modifi-

cation is taken into account:

W̃ = argmin
W

E{‖x−
N∑

i=1

(gi(w
T
i x))wi‖2}, (2.44)

15 In the Infomax approach, hypothesized distributions are considered.
16 Due to the equivalence between the Infomax and the ML approaches, the algorithms derived for one of these case can be directly

applied to the other one.
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wheregi(·) correspond to a nonlinear function. One should keep in mind that there are others nonlinear extensions of
the PCA idea [23]. However, this one in special, as discussedin [36], is closely related to other criteria in BSS, such
as the maximum likelihood and maximization of nongaussianity approaches.

It is equally possible to rewrite (2.44) in matrix notation:

JNPCA(W) = E{‖x−WTg(Wx)‖2}, (2.45)

whereg(·) = [g1(·) . . . gN(·)]. In the NPCA approach, it is quite common to perform a pre-whitening stage and, as a
consequence,W should be an orthogonal matrix, that is to say,WWT = I.

Likewise the strategies mentioned before, a learning rule based on the steepest descent method can be derived for
the optimization of (2.45), as shown in [23]. Nonetheless, the MSE formulation associated with NPCA technique has
motivated the use of a recursive least squares (RLS) algorithm. In [37], a RLS-based algorithm, called PAST, was
derived for the PCA problem. Its extension for the NPCA was proposed in [38]. The main attractive of such technique
concerns its fast velocity of convergence in terms of iterations, which in turn is a feature inherited from the RLS
algorithm.

2.5 Equalization: Going further

After presenting the foundations of blind equalization andblind signal separation, in this section we analyze the rela-
tionship between SW, CM and Wiener criteria and the convergence issues of the unsupervised equalization algorithms.
Also, we present a blind equalization approach based on nonlinear prediction error filters in addition to the optimal
predictor in the minimum mean squared error sense.

2.5.1 Relationships Between SW, CM and Wiener Criteria

Two of the most important blind equalization techniques, the CM and SW criteria, were proposed independently and
following different principles and developments. Li and Ding, in [39], were the first to search for equivalences between
them. Through an elaborate mathematical development, the authors concluded that there exists a direct correspondence
between the stationary points of the two criteria. Regalia approached the problem differently, using a very simple and
elegant method [40]. The first step of his line of reasoning was to rewrite both cost functions in polar coordinates,
which revealed that the analyzed version of the SW cost function did not depend on the radial coordinate. In order
to perform a meaningful comparison, the CM cost function wasoptimized with respect to the radius, resulting in the
so calledreduced error surface, JCMred(θ), which also depended exclusively on the angular coordinates. The main
result of this mathematical manipulation is expressed by:

JCMred(θ) = R2
2

(
1− 1

λ+ JSW (θ)

)
(2.46)

whereλ = 3 if y(n) is real andλ = 2 if y(n) is complex. It is seen through (2.46) that the reduced error surface
associated with the CM criterion is a deformation of the error surface of the SW criterion. Since the operator is
monotonic and order-preserving, the equilibrium points ofthe CM cost function are the same as those of the SW
cost function. It is important to note that, even though the equilibrium points are the same, the error surfaces and the
resulting algorithms are different, having different misadjustments and convergence speeds.

It is also possible to compare both criteria directly via thegradient vector of their cost functions [41]. The difference
between them is given by a gain factor that, for the SW cost function, isry = E

[
y4(n)

]
/E
[
y2(n)

]
, and, for the CM

cost function, isr = E
[
s4(n)

]
/E
[
s2(n)

]
. The importance of the power restriction in the SW criterion, given by

E
[
y2(n)

]
= E

[
s2(n)

]
, is then easily seen. Only in case of a perfect equalization (ZF) solution,ry = r. Moreover,

both gradients have the same equilibrium points if the SW cost function is power-constrained. If this is not the case,
the SW cost function presents valleys of minima that containthe CM minima [41].

Having established the equivalence between the CM and SW criteria, another interesting issue is to compare them
to the Wiener criterion. Despite the supervised character of the latter approach, it represents a reference result and
an optimum solution. Thus, such a comparison may help in the analysis of how good are the solutions given by the
unsupervised criteria. The subject was firstly treated in 1998, in [42], considering a fractionally-spaced equalizer.Using
the mean square error (MSE), which is a measure derived from the Wiener (supervised) criterion, they established
an upper-bound to the performance of CM equalizers, and, moreover, showed that its minima are close to Wiener
solutions, the two being collinear.
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Specifically for the SW criterion, [43] showed that, as the value of p increases, the solutions will be closer to
Wiener solutions. However, large values ofp are not used in practice because the optimization of higher-order statistics
involves estimators with high variance.

Another comparison between the CM/SW solutions and Wiener receivers was developed in [44], based on es-
tablishing bounds for the CM error surface. In particular, considering the transmitted signal to be binary, i.e.,
s(n) ∈ {−1,+1}, an upper-bound to the CM cost function can be shown to dependon two instances of the
Least Mean Fourth (LMF) criterion [44]:

JCM ≤
√
E [y(n) + s(n− d)]4E [y(n)− s(n− d)]4 (2.47)

whered is a delay. Equation (2.47) shows that the CM cost function can be related to a fourth-order supervised
criterion under any equalization delay. In the work, it is shown that the upper-bound is tighter in the vicinity of “good
solutions”, i.e., equalizers that produce a small residualerror.

Considering a situation close to the ZF ideal, the authors obtain an approximate relationship between the CM and
Wiener solutions:

wWiener,d
∼=

wCM

(
wT
CMRxwCM + 1

)

2wT
CMpd

(2.48)

It is interesting to note that (2.48) suggests the collinearity between solutions, something that was observed, albeitin
a distinct context, by [42].

These results indicate that, when both channel and equalizer are FIR filter, the best Wiener solutions, i.e., those
capable of effectively reducing ISI, are close to the CM minima. This conjecture, the study of which is a most relevant
research topic, establishes a scenario in which the CM approach is “as solid as a blind technique can be”, since, in
addition to everything we have discussed, it was shown in [45] that the CMA does not converge to spurious minima. It
is important to remark that, in the light of the relationshipdiscussed above, these ideas are also applicable to the SW
criterion.

In the sequel, we will show, in general lines, the main existing results and studies about the convergence of blind
equalization criteria.

2.5.2 Convergence Issues

The first studies analyzing the convergence of blind equalization algorithms considered a rather nonrealistic scenario
of doubly infinite equalizers. These filters have an infinite number of coefficients in both the causal and anticausal
parts. Such a model opens the possibility of calculating theCM minima in the combined channel+equalizer response
domain, which is originated by the convolution of the channel and equalizer impulse responses. It should be noted that
a doubly infinite equalizer is able to exactly invert a FIR channel.

In the context of the CM criterion, this analysis started with Godard [10] and was later detailed by Foschini [46].
Both of them showed that, considering a doubly infinite equalizer, all the CM cost function minima are ZF solutions.
Foschini went further by showing that the only equilibrium points of the CM criteria in the channel+equalizer space
were global minima, a local maximum (the origin) and saddle points, being the last two unstable.

It was not until 1991 that Dinget al. showed the limitations of such approach. In [45], the authors considered a
finite filter and showed that, under an infinite impulse response channel model, the constant modulus algorithm could
converge to minima that did not reduce intersymbol interference. Some time later, in 1992 [47], they showed that
the analysis in the combined channel+equalizer domain could only be directly extended to the equalizer parameters
domain in cases for which the convolution matrix had a trivial null space. The convolution matrix,H, is defined by
writing the combined channel+equalizer response in vectorform:

c = Hw, (2.49)

wherec is the combined channel+equalizer response andw is the vector of the equalizer coefficients. The convolution
matrix will only have a trivial null space in two situations of little practical value: when the channel is simply a gain or
when the equalizer is doubly infinite. This unveils the limitations of the analysis performed by Godard and Foschini.

The work by [48] is a summary of the prevailing view on the subject. It divides the equilibrium points into three
classes: the class of maxima, of which the null vector is the sole member; the class of Mazo, composed of the global
minima and saddle points, which resemble the non-trivial equilibrium points discovered by Foschini; and the class of
Ding, formed by the local minima.

The results presented so far were based on a direct analysis of the focused cost function and of its derivatives. A
new and geometrical paradigm was inaugurated by Li and Ding [39], who were the first to analyze convergence with
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the aid of the so-called global minimum cones. This approachconsists of defining regions in the space of the combined
channel+equalizer response that contain a single ZF solution, considering the possibility that such a solution be not
attained by a FIR equalizer. The authors get to a pair of very interesting results. Firstly, the normalized kurtosis,

Knorm(b) =
K(b)

σ4
b

, (2.50)

obtained for the equalizer input and output signals, has a significant influence on the final state of the equalizer.
Furthermore, they provide theoretical justifications for the use of thecenter-spikeinitialization, firstly proposed by
Foschini [46].

In [49], Li and Ray Liu conclude that there exists two distinct sets of possible local minima: those resulting from
the finite equalizer length, since it is not possible to equalize a FIR channel using a FIR filter, and those inherent to
cost functions that are not continuous in the combined channel+equalizer response space. The former class is the only
one that is present, for example, in the CM and SW criteria, while the latter class is found, e.g., in the decision-directed
and stop-and-go algorithms [50].

It is interesting to note that the existence of local minima in the CM cost function was firstly seen as a major
disadvantage in comparison with the supervised and unimodal Wiener criterion. However, a modern view on the
subject tends to be different for two reasons:

• The Wiener cost function is also multimodal if the equalization delay is assumed to be a free parameter.
• Cost functions like the CM seem to possess the “ability” of eliminating “bad equalization delays” from its structure.

2.5.3 Blind nonlinear equalization: the prediction-basedapproach

The need for optimal performance and the continuous systemic refinement are the main reasons behind the growing
interest in nonlinear equalization. Usually, nonlinear equalizers are adapted with the aid of a pilot signal, i.e., in a
supervised fashion. This is quite natural, since the usual test of structures and algorithms must be carried out in an
environment as simple as possible. Furthermore, the assumption of supervised training is reasonable in some contexts
and also gives rise to a more propitious scenario for optimality analysis. However, a general nonlinear filtering par-
adigm should not rely on supervised learning, since a reference signal may not be available in all cases. This is the
motivation behind the proposal of unsupervised equalization criteria. Although criteria based on signal statistics work
well on the adaptation of linear filters, it is not certain that they will ensure the correct adaptation of nonlinear filters.
Actually, the BGR theorem does not hold for nonlinear filters[51]. Ironically, this kind of problem arises exactly from
the great approximation potential of nonlinear structures. Therefore, it becomes imperative to look for unsupervised
equalization criteria adequate to the problem of nonlinearfiltering. In particular Cavalcante et al. [52] demonstrated
that a prediction approach can be effective in a linear channel context.

As stated in Section 2.4.1, linear forward prediction errorequalizers are able to equalize minimum phase chan-
nels17. However, such equalizers are not capable of equalizing nonminimum phase channels. This is not a limitation of
the prediction approach but of the linear FIR structure [52,53]. The use of nonlinear predictors, such as artificial neural
networks and fuzzy systems, allows the prediction error equalizers to overcome this limitation and makes possible the
use of this type of approach in almost all linear channel scenarios [51, 52, 53].

But there remains a question: what nonlinear structure is most suitable to be used as a predictor? To answer this
question we must remember that the performance of a prediction-error equalizer is related to the accuracy of the
predictor employed, since, the better the predictor, more ISI will be removed from the received signal. Therefore,
considering the minimum mean squared error (MMSE) as the optimality criterion, the best estimate of the channel
output given a vector of past samplesx(n− 1) = [x(n− 1), . . . , x(n−m+ 1)]T , is given by [54]

x̃ (n) = E [x (n) |x (n− 1)] . (2.51)

Considering a linear FIR channel and additive Gaussian noise, the evaluation of (2.51) leads us to the optimal
forward predictor input-output mapping [51]

fMMSE (x (n− 1)) = wTF (x (n− 1)) (2.52)

where

Fi (x (n− 1)) =
exp

(
− ‖x(n−1)−ui‖2

2σ2
η

)

Ns∑
j=1

exp
(
− ‖x(n−1)−uj‖2

2σ2
η

) , (2.53)

17 It can be shown that maximum phase channels can be equalized using linear backward prediction error filters [4].
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w is a weight vector,ui, i = 1 . . .Ns, are the channel state vectors,Ns is the total number of channel states andσ2
η

is the noise variance. The channel states are defined as the channel output vectors in the absence of noise [51, 55].
Given the channel states and the noise variance, the weight vectorw can be determined through the minimization of
the squared prediction error using linear optimization tools. It is also possible to write the weight vector as a function
of the channel states [51]. The optimal backward predictor mapping is similar to the forward predictor. The differences
between them are the weight vector and, of course, the input vector.

It is important to note that, like the Bayesian equalizer [56], the optimal predictor can be implemented using fuzzy
systems, which allows us to use the numerous training techniques that were developed in the context of this field to
obtain the optimal predictor.

The performance of the nonlinear prediction-error equalizers is related to the absolute value of the first coefficient
of the channel impulse response. On the other hand, the backward prediction error equalizers have their performance
associated to the absolute value of the last coefficient. Thebigger the absolute value, the lower is the symbol error
rate [51]. Therefore, the forward and backward prediction error equalizers generally perform better in minimum and
maximum phase channels respectively. For mixed phase channels, the best performance is usually achieved using a
cascade of forward and backward prediction error equalizers in order to select the channel coefficient which has the
biggest absolute value [51].

2.6 Blind Source Separation: Going Further

Despite its simplicity, the instantaneous model considered in the early development of blind source separation tech-
niques provides a good approximation for the mixing processin a variety of scenarios. Nevertheless, in some situations,
the tools developed so far could not be directly applied, andmore specific models should be used in order to design
new methods. In the following, we present some other models that have been considered in the literature, as well as
some recent approaches developed to recover the sources in these scenarios.

2.6.1 Convolutive Mixtures

The convolutive model can be viewed as an extension of the FIRmodel in a SISO system. Indeed, there are practical
instances, such as in the separation of audio signals [23], in which the measured signals must necessarily be understood
as being formed by a combination of different sources and delayed versions of them, as seen in Section 2.3. A model
of this kind bears a strong resemblance with the idea of convolution, and, in the case of blind source separation, this is
exactly the reason why it is usually designated by the name ofconvolutive mixture.

In the convolutive case, the relationship between the sources and observed signals is given by

x (n) =

L−1∑

k=0

Ak · s (n− k) (2.54)

whereA(k) denotes the mixing matrix associated with the delayk.
The first approach to solving the convolutive problem is a direct extension of BSS techniques developed for the

instantaneous case. However, instead of adapting an unmixing matrix, a set o matrices undergo adaptation following
the classical ICA framework. In this case, however, the scale and order indeterminacies are followed by a filtering
ambiguity. This new indeterminacy is due to the fact that, ifs1(n) ands2(n) are independent processes, so aref1(n)∗
s1(n) andf2(n) ∗ s2(n), wheref1(n) andf2(n) are arbitrary filter responses and∗ denotes the convolution operator.

Due to its similarity with the instantaneous case, a naturalapproach to solving the problem is the time-domain BSS,
where ICA is applied directly to the convolutive mixture model [57, 58]. In this case, a set of matrices18 is adapted
with the objective of recovering the sources. The approach achieves good separation once the algorithm converges,
since the ICA algorithm correctly evaluates the independence of separated signals. However, ICA for convolutive
mixtures is not as simple as ICA for instantaneous mixtures,and the process may be computationally demanding for
long convolutive mixtures.

Another possible approach is the frequency-domain BSS, in which the separation of the sources is performed in
the frequency domain [59, 60, 61]. Applying the Fourrier transform to Eq. (2.54) we obtain

X (w) = A(w) · S (w), (2.55)

whereX (w),A(w) andS (w) represent, respectively, the Fourrier transform ofx (n), A(n) ands(n).

18 Or, equivalently, a set of filters.
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Eq. (2.55) shows that the original convolutive problem can also be expressed, in the frequency domain, as a set of
infinite instantaneous mixing problems indexed by the frequencyw, sincew is a continuous variable. In practice, the
values ofw are divided into a set of intervals (bins), and, for each interval, we have a single instantaneous mixture
problem, to which complex-valued ICA can be applied [59]. The merit of this approach is that the BSS algorithm
becomes simple and can be applied separately to each frequency bin. Also, any complex-valued instantaneous ICA
algorithm can be employed with this approach. However, the permutation ambiguity of the ICA solution becomes a
serious problem. Consider thaty1,1 andy1,2 represent the outputs obtained by the ICA algorithm appliedto frequency
bins#1 and#2, respectively. Due to the inherent ambiguity of ICA, there is no guarantee that the outputsy1,1 and
y1,2 are, in fact, different portions of the same source. Hence, prior to the transformation of the signals back to the
time-domain, it is necessary to align the permutation in each frequency bin so that a separated signal in the time
domain contains frequency components from the same source signal. This problem is well-known as the permutation
problem of frequency-domain BSS, and some methods were proposed to solve this indeterminacy [62, 63].

In the discussed approaches, it is considered that the knowledge about the sources is restricted to the fact that
they are independent between each other, which characterizes a blind scenario. However, in some applications, some
features of the sources are known a priori and can guide the design of the separating system. For instance, the sources
could be not only independent between each other but also composed of i.i.d. samples, as in the case of digital com-
munication signals. For this scenario some specific methodscan be applied , including a recent proposal [64] in which
a set of nonlinear prediction-error filters is used to reducethe convolutive problem to an instantaneous one.

2.6.2 Nonlinear Models

In the most general scenario, the mixing process may not fit the mould of a linear system, requiring that nonlinear
models be used instead. In such a case, the observed samples would be given by

x = F(s), (2.56)

whereF(·) denotes a nonlinear mapping. Therefore, the solution of theNonlinear Blind Source Separation problem
(NBSS) depends on the design of a nonlinear separating system G(·) such thaty = G(x) be an accurate estimate of
the sources.

As mentioned in Section 2.4.2, in the linear case, source separation can be achieved through the recovery of statisti-
cal independence between the estimates, which yields several different criteria related to this principle. Unfortunately,
the same approach could not be followed for the nonlinear case. It can be shown that it is possible to find nonlinear
functions that provide independence between the estimatedsignal and, yet, do not recover the true sources. The proof
for this property can be traced back to the work of Darmois in 1951, and to [65], in which it is demonstrated how to
build families of nonlinearities that recover the independence but not the sources.

In a certain sense, this particular property can be understood as a direct consequence of the high flexibility of
nonlinear functions, which can mix two random vectors and still render independent vectors. Therefore, one should
consider strategies to restrain the structures under adaptation, which can be achieved by either incorporating some
additional penalizing terms into the cost function [23], orrestraining the nonlinear mixing models to a smaller class
of so-calledseparable models[66, 67, 65, 68, 69], to which the ICA framework is directly applicable.

The first approach, in theory, would allow us to deal with a larger number of scenarios, since there is no explicit
restriction to the type of nonlinearity involved. However,to determine this penalizing term is, in most of the cases, not
so straightforward, requiring that additional information about the mixing process itself be available beforehand.

The second one, in which the range of nonlinear mixing modelsis constrained, led to the development of tools
for specific kinds of nonlinear systems. One such model is theso-called Post Nonlinear model (PNL) [66], which is
presented in more detail in the next section.

Blind Source Separation of Post-Nonlinear Mixtures

First introduced in [66], the PNL model consists of a linear mixing stage followed by a set of nonlinear functions, each
one applied only to one output of the previous stage. This kind of structure can be useful to model scenarions in which
the mixing process is of linear nature, but the sensors used to detect relevant signals present a nonlinear character.
Examples can be found in communication systems, in which amplifiers are used in the receiver end [66], and, in smart
sensor arrays for chemical substances and gases [70].

Mathematically, thei-th output of an PNL system, shown in Fig. 2.8, is given by:

xi = fi(ai1s1 + ai2s2 + . . .+ aiNsN ), (2.57)
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with fi(·) corresponding to a nonlinear function. In matrix form, (2.57) can be restated as

x = f(As), (2.58)

wheref(·) = [f1(·) . . . fN (·)].

Mixing System

xN(n)

x(n)

A
f(.)

fn(.)eN(n)

e(n)

sN(n)

s(n) g(.)

gn(.)
W yN(n)

y(n)

Separating System
Fig. 2.8.Post-Nonlinear Model.

Given the structure of a PNL system, a natural choice for the separating system consists of a similar configuration:
a set of nonlinearities followed by an unmixing matrix, as shown in Fig. 2.8. In mathematical terms, we have:

yi = wi1g1(x1) + wi2g2(x2) + . . .+ wiNgN(xN ), (2.59)

with gi(·) denoting a nonlinear function. In matrix notation the unmixing process is given by

y = Wg(x), (2.60)

whereg(·) = [g1(·) . . . gN (·)].
Since independence of the estimates guarantees source recovery, the next step is to adjust the free parameters in

order to achieve this condition. It is important to remember, however, that in this case, not only a matrixW, but also
a set of nonlinearities, must be adapted. Considering the joint mixing/unmixing mapping

y = Wg(f(As)), (2.61)

it becomes clear that the source estimates are statistically independent when the compositiong ◦ f corresponds to
a vector of linear functions, andWA = ΛP (Λ andP denote a diagonal and a permutation matrix, respectively).
However, the separability of such model requires that the converse be also true.

The first formal proof for the separability of the PNL model using ICA was given in [66]. In the same paper an
algorithm based on a gradient descent procedure was proposed to adapt the separating system, and the independence
between the estimates was quantified using mutual information. Afterwards, other authors presented further investiga-
tions about the conditions under which the ICA approach holds in the PNL problem [69, 71], as well as new tools to
solve the problem.

In [69], a geometrical approach to the problem was developed. The rationale behind the method consists of adapt-
ing separately the two portions of the separating system. For the nonlinear section, a criterion based on the geometry of
the joint distribution of the observed samples was employed. After that, if the first task is fulfilled, a conventional ICA
technique can be applied in the linear section of the system.Notwithstanding the possibility of separately adjusting
the linear and nonlinear sections, and also using regular ICA algorithms, the method is restricted to scenarios with2
sources.

Following the same idea of adapting the linear and nonlinearsections separately, in [72, 73, 74] strategies based
on a gaussianizing process are employed. This notion can be better understood in the light of the central limit theorem,
discussed in Section 2.4.2. Since each observed mixture is the sum of several independent components, it will tend to
a gaussian distribution as the number of sources tend to infinity. The effect of the nonlinearity present in the mixture
would then be to deviate the random variable from the gaussian distribution. Thus, in the gaussianing approach,
the nonlinear section of the separating system is designed to restore the gaussian distribution of the signals. If that
condition is attained, the obtained nonlinearity should bethe inverse of that present in the mixing system, and the
remaining linear mixture could be inverted using any reliable ICA algorithm. It is important to note that, in practical
scenarios, the number of sources does not tend to infinity, and the linearly mixed signals may not present a gaussian
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distribution. If that is the case, the gaussianizing process will actually introduce distortions to the observations,which
may compromise the solution.

A recurrent issue found in PNL mixtures is the convergence ofthe methods used to adapt the separating system.
Even though there is no mathematical proof for the existenceof local minima, in some works [75, 69], it has been
observed that gradient-based strategies could converge tonon-optimal solutions, which may indicate an inherent mul-
timodal character of the cost function. Considering this fact, some researches have proposed alternative methods to
adapt the separating system, like evolutionary algorithms[76] and other heuristic search tools [77].

2.6.3 Underdetermined Systems

In the standard linear mixing problem, in which the mixing matrix is square, a BSS solution is reached either by
adapting a separating matrix or by estimating the mixing matrix and then inverting it to obtain the separating system.
The problem, however, becomes more involved when the numberof sensors is smaller than the number of sources.
For this kind of mixture, termed underdetermined mixture, it is no longer possible to recover the sources by simply
adapting a separating matrix, and even if the mixing matrix is known, it is not easy to determine how one can estimate
the sources.

The problem of underdetermined mixtures has been little addressed, in comparison with the other cases, despite its
practical interest. A large number of works found in the literature dealing with underdetermined case follow a two-step
procedure in order to estimate de sources: first, some methodis used to estimate the mixing matrix. Then, a method,
usually based on some prior knowledge an/or assumptions about the sources, is employed to estimate the original
signals.

The task of estimating the mixing matrix have been tackled ina few articles [78, 79], most of then relying on
multilinear algebra19 to obtain the mixing coefficients. These methods explore some properties of the higher-order
cumulant tensor20 of the observed signals to obtain the mixing coefficients. Under some conditions [80], this tensor
can be decomposed into a number of rank-1 terms, each one related to the contribution of one particular source, thus
giving sufficient information to determine the mixing coefficients.

Estimating the source signals, either using the estimated or exact mixing matrix, is not a trivial task. Since the
mixing matrix is not square, it is not possible to invert it and obtain the separating system, as in the regular case.
In the general case, the usual approach is to apply Bayesian methods to estimate the signals. However, even in this
framework, it is necessary that additional information about the sources be available. This may be reasonable in audio,
or even digital communication applications, in which the pdf’s of the sources are known a priori.

A third approach to deal with underdetermined mixtures heavily relies on the assumption of sparsity of the sources,
or that there exist suitable linear transforms, as the Fourier transform, that can render the sources sparse [81]. In analogy
to the ICA case, such approach is named Sparse Component Analysis (SCA) [82, 83, 84]. As mentioned in [81], the
determination of the sparse components culminates in a clustering problem, for which several techniques can be used.

2.7 Blind Equalization and Blind Source Separation: Some Important Relationships

The theories of blind equalization and blind source separation, as we saw in Sections 2.2 and 2.5, evolved through
different paths and from distinct motivations. Nevertheless, there are striking similarities in the manner whereby both
problems are formulated, which raises a very interesting question: what kind of relationship can be established between
the classical solutions belonging to these fields? This section will be devoted to analyzing three answers thereto.

2.7.1 Maximum Likelihood and BGR

The BGR theorem, discussed in Section 2.2, revealed that a ZFcondition could be attained, under certain hypotheses,
in a case in which the pdf of the equalizer output signal is identical to that of the transmitted signal. This indicates that
the notion of probability density matching is solid enough to engender an unsupervised paradigm for eliminating the
ISI when this is feasible from the structural standpoint.

In the maximum-likelihood BSS strategy, which was exposed in Section 2.4, it is assumed that the probability
densities of the sources are known a priori, which leads naturally to the establishment of a likelihood function whose
rationale is to quantify the ability of a given separating system to produce output pdfs as close as possible to those of

19 The interested reader should see [80] for further details
20 A tensor can intuitively be imagined as a multi-indexed array of numerical values. For instance, a matrix is a particularcase of

a tensor.
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the sources. Alternatively, this strategy can be understood as a process of minimizing the Kullback-Leibler divergence
between the pdfs of the estimated and the actual sources.

After this prologue, it is noticeable that there is an intimate connection between the BGR theorem and the ML
BSS approach, since both make use of the statistical information contained in the pdf of the signals to be recovered
to guide the blind adaptation process. This leads us to a relevant and general conclusion: in a linear structural context
in which perfect inversion is attainable, the idea of pdf matching constitutes a solid and viable approach to recovering
latent information [85].

2.7.2 Kurtosis and SW

In the context of SISO models, the SW theorem demonstrates that it is possible to reach a perfect equalization condition
by forcing the variance of the equalizer output and its kurtosis to be equal to those of the transmitted signal. As it was
shown in Section 2.2, this notion naturally leads to the SW criterion of seeking a condition in which the kurtosis
is maximal. Interestingly, the idea of maximizing the kurtosis is also reached in the context of BSS, albeit through
a different path. As it was discussed in Section 2.4, such approach comes from the non-gaussianity maximization
principle. In brief, a clear connection can be stated from these arguments: in the SISO equalization context of the
SW criterion, the channel is responsible for generating a received signal composed of multiple delayed versions of a
transmitted signal. By maximizing the absolute value of thekurtosis, it is possible to obtain an estimate of one of these
versions. On the other hand, in the classical BSS case, it is possible to extract multiple sources from a set of mixtures
on a one-by-one basis via the same procedure. These similarities indicate two things:

• That the problem of equalization can be conceived as problemof BSS in which the multiple sources correspond to
the delayed versions of the transmitted signal.

• That the ideas of matching a higher-order statistic and of maximizing a nongaussianity measure are, in essence,
similar and interchangeable. Therefore, it is possible to reinterpret the SW theorem as if it were related to the goal
of forcing the equalizer output to be as nongaussian as possible (which would mean that the ISI would be minimal),
as well as to formulate the problem of extracting a source as one of recovering a certain level of kurtosis after the
variance of the involved signals is normalized.

2.7.3 Nonlinear PCA and Bussgang

Another notorious relationship involves the Bussgang criteria and the idea of Nonlinear PCA. In order to understand
the connection between these two approaches, let us recapitulate the cost function to be optimized in the NPCA
criterion, given by

JNPCA(W) = E{‖x−WTg(Wx)‖2}. (2.62)

As discussed in Section 2.4, a pre-whitening stage is usually performed in this case and, as consequence,W is
an orthogonal matrix. Taking this observation into accountand after some algebraic manipulations, it is possible to
rewrite (2.62) as follows

JNPCA(W) =

N∑

i=1

E{[yi − gi(yi)]2}. (2.63)

As noted in [36], this expression evidencies a similarity between the NPCA and the Bussgang criteria for blind de-
convolution. Therefore, there is an intimate relationshipbetween the NPCA cost function and a sum of Bussgang-like
terms.

The comparison, albeit simple, is conceptually instigating. Part I revealed that the development of the fields of
equalization and source separation techniques followed a similar path - from the limitations of second-order ap-
proaches (linear prediction / PCA) to the incorporation of some kind of higher-order statistic. In the case of Bussgang
techniques, higher-order information emerges from the useof a nonlinear estimator in a Wiener-like cost function.
NPCA-based decomposition, on the other hand, depends on theintroduction of a nonlinear mapping to transcend
the correlation-based PCA framework. It is important to consider the implication of interchanging this concepts: this
would allow us, for instance, to view the problem of Bussgang-based multiuser detection[86] as a classical separation
problem based on NPCA and, conversely, would open the perspective of understanding the Bussgang estimators that
form the core of many blind equalization techniques as beingpart of a nonlinear decomposition approach21.

21 More information on this subject can be found, for instance,in [23] and [85].
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2.8 Modern trends

In this section, we present two research topics that we consider to be promising extensions of the concepts and appli-
cations discussed in this tutorial.

2.8.1 Algebraic Methods

Based on a theory proposed by [87], parameters of continuoussignals as, for example, amplitude, frequency and
phase of a sinusoid, can easily be estimated through the resolution of a simple system of equations. It suffices to find a
differential equation, satisfied by the desired signal, whose coefficients depend on the parameters to be estimated. The
algebraic and deterministic estimation methods thus developed, based on differential algebra and operational calculus,
present certain desirable properties:

• Signals are treated in continuous-time.
• Signals are treated as deterministic and, for this reason, no hypotheses on their statistic characteristics are needed,

including those related to noise.
• The estimation does not rely on optimization procedures, resulting in explicit formulas for the identification of the

desired parameters.
• The method is robust to noise

The application of such methods in signal processing is based on modeling the channel by a rational transfer
function, which, in the time domain, can be seen as a differential equation. Obtaining the Laplace transform of such
equation enables the construction of a system with the same number of equations and unknowns. In the case of a
deconvolution or demodulation problem, the solution of this system directly yields directly the transmitted symbols.

This method was already applied to the identification/estimation of systems (channels) modeled by rational transfer
functions, to the deconvolution of BPSK and QPSK (Binary (Quadrature) Phase Shift Keying) signals, to the demodu-
lation of CPM (Continuous Phase Modulation) signals, between others [88]. The next step would be to use it in source
separation. Since undermodeled (mores sources than sensors) cases and the addition of noise continues to be opened
problems, these algebraic methods could bring interestingresults. A simple case of separating two sinusoids in noise,
with different amplitudes, frequencies and phases, was already developed successfully [89].

2.8.2 Evolutionary Processing

In general, the problems of adaptive filtering are solved in accordance with a procedure that encompasses choices of:

• An appropriate filtering structure;
• A suitable criterion to guide the adjust of its free parameters;
• A search technique that allow the full potential of the combination between structure and criterion to be explored;

There are many scenarios in which a pair structure / criterion must be used that originates a multimodal optimiza-
tion task in the parameter space. This commonly occurs, for instance, in the contexts of blind SISO equalization, of
supervised and unsupervised nonlinear equalization and ofblind separation of post-nonlinear, underdetermined and
convolutive mixtures. Under these circumstances, it becomes highly attractive to look for search tools that possess not
only the local search potential that characterizes the widely employed gradient techniques, but also a global search
capability that avoid convergence to suboptimal solutions.

The field of evolutionary computation [90] has produced a number of solutions that meet these requirements.
Evolutionary techniques are based on the implementation ofmechanisms inspired by concepts drawn from theories
that attempt to explain biological processes in which the idea of evolution plays a key role. In the context of signal
processing applications, the most widely employed class ofevolutionary techniques is that of genetic algorithms
(GAs). Genetic algorithms, whose origin can be traced back to the work of John Holland [91], are population-based
optimization techniques founded on the following notions:

• That of treating each possible solution to the focused problem as an individual of a population and the parameters
of each solution as coded genetic information.

• That of establishing an intimate connection between the cost function to be optimized and the notion of fitness of
a given individual.

• That of creating mechanisms that attempt to emulate the ideaof natural selection.
• That of promoting eventual changes in the genetic patrimonyof the population by means of reproduction

(crossover) and mutation operators.
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The first two items of this list indicate the manner whereby any given optimization problem can be “translated
into evolutionary terms”. The two other aspects are relatedto the operation of the genetic algorithm itself, which
is an elegant combination between the “invisible hand” of natural selection and the processes through which the
individuals suffer modifications. It is important to remarkthat the crossover operator is responsible for combining
different solutions in a way that evokes the idea of local search, whereas the role of the mutation operator is to
generate spurious modifications that significantly widen the scope of the search process. Genetic algorithms have been
applied to several estimation and modeling problems [92].

Another evolutionary paradigm that has been successfully applied in the context of signal processing is that of
artificial immune systems (AIS) [93]. Among the techniques belonging to this field, we highlight an artificial immune
network called opt-aiNet, which was first proposed in [94]. The opt-aiNet is a search tool whose modus operandi is
inspired by two theories about the process of antibody recognition in the organism of mammals:

• The theory of clonal selection and affinity maturation, which presents a view of the immune system in which
defense cells become more specialized with the aid of a mechanism that combines fitness-proportional mutation
and an associated selection process. This view can be understood as kind of small-scale evolution.

• The immune network theory, which conceives the immune system as a network endowed with determined “eigen-
behaviors” even in the absence of antigens.

The combination of these two features is responsible for producing a technique with a remarkable balance between
local and global search mechanisms, and, furthermore, capable of controlling the population size in accordance with
the complexity of the search problem at hand. The opt-aiNet has been applied to variety of signal processing problems,
and, in all cases, it was verified that its use was responsiblefor a substantial increase in the global convergence rate in
comparison, for instance, with classical gradient-based approaches.

In our opinion, the use of evolutionary tools in signal processing problems is particularly justifiable in the context
of scenarios characterized by a pronounced multimodal character and of applications that require a performance very
close to the limit of optimality, since these tools have a computational cost that is significantly higher than that of any
gradient-based technique. This tradeoff opens two perspectives:

• That evolutionary tools be widely employed in offline applications, which are common, for instance, in source
separation.

• That simpler evolutionary algorithms be developed to facilitate “real world” implementations. This objective is the
rationale of the so-called micro-GAs [95].
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3.1 Introduction

The theory of tensors is a branch of linear algebra, calledmultilinear algebra. The word “tensor” was first introduced
by William R. Hamilton in 1846, to denote what is now calledmodulus. In 1899, Woldemar Voigt was the first who
used this word in its current meaning. The first tensor notations and developments were done by Gregorio Ricci-
Curbastro around 1890 in the context of differential geometry. A broader acceptance of tensor calculus was achieved
with the introduction of Einstein’s theory of general relativity, around 1915.

A different way of viewing and treating a tensor was developed between 1960 and 1970, when the attention was
given to the analysis, factorization or decomposition of third-order tensors. Tucker [1], Harshman [2], Carroll and
Chang [3] and Kruskal [4] are the first “players” in the development oftensor decompositions, which can be seen as
extensions of matrix decompositions to higher-orders. Among them, two types have been extensively studied in the
literature, while being focus of several applications in different domains. These are the Parallel Factor (PARAFAC)
decomposition [2, 5], also known as Canonical Decomposition (CANDECOMP) [3], and the Tucker3 decomposition,
which is a generalization of principal component analysis to higher orders [1]. A solid contribution to the area of
multilinear algebra and tensor decompositions was given byDe Lathauwer in 1997 [6], who generalized the concept of
matrix Singular Value Decomposition (SVD) to tensors of higher-orders, with applications to blind source separation
problems.

Around 2000, Sidiropoulos introduced tensor decompositions as a powerful modeling and signal processing tool
for array processing problems in the context of wireless communications. This interdisciplinary research field has
gained more and more attention, and several recent contributions have proposed tensor models for a wide variety
of signal processing problems, such as blind multiuser detection for wireless communication systems including Code
Division Multiple Access (CDMA) and Orthogonal Frequency Division Multiplexing (OFDM) systems [7, 8, 9, 10, 11,
12, 13], high-resolution direction finding [14], blind beamforming and equalization [15, 16, 17], multipath parameter
estimation [18, 19, 20], and multiantenna space-time coding [17, 21, 22, 23, 24], among others.

From a wireless communications point of view, the fact that the received signal is, for example, a third-order tensor,
means that each received signal sample to be processed is associated with a given coordinate in a three-dimensional
space, i.e., it is modeled by three indices, each one of whichcharacterizing a particular type of systematic variation
on the received signal. In such a three-dimensional space, eachaxisof the received signal tensor can be interpreted as
a particular form of signaldiversity. In most of cases, two of these three axes account forspaceandtimediversity di-
mensions. Thespacedimension corresponds to the number of receiver antennae while thetimedimension corresponds
to the number of symbols processed at the receiver. Theextra(third) dimension generally depends on a particular type
of processing that is done either at the transmitter or at thereceiver or both. For instance, in a CDMA system this third
diversity dimension is thespreadingdimension which appears due to the use of a spreading code at the transmitter.
Similarly, the use of temporal oversampling at the output ofeach receive antenna or multicarrier modulation such as
OFDM at the transmitter also creates such an extra dimensionto the receiver signal, which is calledoversamplingand
frequencydimensions. In multiantenna coding problems, the coderedundancyalso plays the role of the third signal
dimension. More attention is generally given to decompositions of third-order tensors orthree-way arrays, since this
is the case in most of the wireless communication applications encountered in practice.

The rest of this chapter is divided as follows. In Section 2, abackground on fundamental aspects of tensor decom-
positions is given. The focus is on Tucker3, PARAFAC and constrained Block-PARAFAC decompositions, which are
the most important ones in the present context. This sectionalso introduces some notations and useful properties. In
Section 3, some recently developed applications of tensor decompositions to wireless communications are presented.
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The focus is on the use of tensor decompositions for a unified modeling of oversampled, DS/CDMA and OFDM sys-
tems, for the design of new multiantenna coding techniques,and for the estimation of wireless channel parameters.
The applications are illustrated by some simulation results. The chapter is concluded in Section 4.

3.2 Background on Tensor Decompositions

This section is focused on the decomposition of higher-order tensors (multi-way arrays). Tensor decompositions,
also referred asmulti-way factor analysisis an area of the multilinear algebra that characterizes a tensor as a linear
combination ofouter product factors. Depending on the considered approach, tensor decompositions can be viewed
as generalizations of Principal Component Analysis (PCA) or Singular Value Decomposition (SVD) to higher-orders.
The analysis of a tensor in terms of its factors is useful in problems where amultilinear mixtureof different factors or
contributions must be identified from measured data. In the context of wireless communication signal processing, the
computation of an observed data tensor decomposition allows to separate the signals transmitted by different sources.
This is exactly the goal of several signal processing problems that are addressed in this chapter.

In the following, some tensor decompositions are presented. More attention is given to decompositions of third-
order tensors orthree-way arrays, since this will be the case in most of the applications encountered in this work.
Therefore, each considered decomposition is first discussed assuming the third-order case. This will simplify their
exposition and understanding.

Notations and Properties: Some notations and properties are now defined.AT ,A−1 andA† stand for transpose, in-
verse and pseudo-inverse ofA, respectively. The operatorDiag(a) forms a diagonal matrix from its vector argument;
BlockDiag(A1 · · ·AN ) constructs a block-diagonal matrix ofN blocks from its argument matrices;Di(A) forms a
diagonal matrix holding thei-th row ofA on its main diagonal;vec(·) stacks the columns of its matrix argument in a
vector;⊗ and⋄ denote the Knonecker product and the Khatri-Rao product, respectively:

A ⋄B = [A·1 ⊗B·1, . . . ,A·R ⊗B·R],

whereA = [A·1 . . .A·R] ∈ CI×R andB = [B·1 . . .B·R] ∈ CJ×R. We make use of the following property of the
Khatri-Rao product:

(A ⋄B)T (A ⋄B) = (ATA)⊙ (BTB), (3.1)

where⊙ is the Schur-Hadamard (element-wise) product. GivenA ∈ CI×R, B ∈ CJ×S , C ∈ CR×P andD ∈ CS×P ,
we have:

(A⊗B)(C ⋄D) = AC ⋄BD, (3.2)

and
(A⊗B)(C⊗D) = AC⊗BD. (3.3)

In this paper, scalars are denoted by lower-case letters(a, b, . . . , α, β, . . .), vectors are written as boldface lower-case
letters(a,b, . . .), matrices correspond to boldface capitals(A,B, . . .), and tensors are written as calligraphic letters
(A,B, . . .).

3.2.1 Tucker3

The Tucker3 decomposition was proposed by L. Tucker in the sixties [1]. It can be seen as an extension of bilinear
factor analysis to third-order tensors. The Tucker3 decomposition is also a common name to denote the SVD of a
third-order tensor [6]. The Tucker3 decomposition is general in the sense that it incorporates most of the other third-
order tensor decompositions as special cases. The Tucker3 decomposition of a tensorX ∈ CI×J×K can be written in
scalar form as:

xi,j,k =
P∑

p=1

Q∑

q=1

R∑

r=1

ai,pbj,qck,rgp,q,r, (3.4)

whereai,p = [A]i,p, bj,q = [B]j,q andck,r = [C]k,r are scalar components ofthree factor matricesA ∈ CI×P ,
B ∈ CJ×Q andC ∈ CK×R respectively, andgp,q,r = [G]p,q,r is a scalar component of thecore tensorG ∈ CP×Q×R.

It can be concluded from (3.4), that a Tucker3-decomposed tensor is equal to a linear combination (or weighted
sum) ofPQR outer products, where the coefficient (or weighting factor)of each outer product term is the corre-
sponding scalar component of the core tensor. We callP as the number of factors in the first mode of the tensorX.
Similarly,Q andR denote the number of factors in the second and third modes ofX. The Tucker3 decomposition can
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Fig. 3.1. The Tucker3 decomposition.

be referred as a tensor decomposition that allowsinteractionsamong factors across the three modes of the tensor [2].
An illustration of the Tucker3 decomposition is given in Fig. 3.1. The Tucker3 decomposition can be stated without
using the triple sum and resorting to then-mode product notation.

Definition 1. (n-mode product) Then-mode product of a tensorX ∈ CI1×I2×···×IN and a matrixA ∈ CJn×In ,
denoted byX×n A is specified as:

[X×n A]i1,i2,...,in−1,jn,in+1,...,iN =

In∑

in=1

xi1,i2,...,in−1,in,in+1,...,iN ajn,in (3.5)

The result of ann-mode product is a tensor of the same order, but with a newn-th dimensionJn. It is straightforward
to definen-mode products acting on more than one mode. Successiven-mode products are associative, i.e., for two
matricesA ∈ CJn×In andB ∈ CJm×Im , we have that [6]:

(X×n A)×m B = (X×m B)×n A. (3.6)

Taking this definition into account, we can alternatively express the Tucker3 decomposition as:

X = G×1 A×2 B×3 C. (3.7)

Alternatively, we can state the Tucker3 decomposition using amatrix-slice notation. This notation characterizes the
tensor by a set of parallel matrix-slices that are obtained by “slicing” the tensor in a given “direction”. Each matrix-slice
is obtained by fixing one index of a givenmodeand varying the two indices of the other two modes. For a third-order
tensor there are three possible slicing directions. We callXi·· ∈ CJ×K the i-th first-mode slice, X·j· ∈ CK×I the
j-th second-mode sliceandX··k ∈ CI×J thek-th third-mode slice. In order to obtain the matrix-slice notation for the
Tucker3 decomposition, we rewrite (3.4) as:

xi,j,k =

Q∑

q=1

R∑

r=1

bj,qck,r

(
P∑

p=1

ai,pgp,q,r

)
, (3.8)

and define an “equivalent” (first-mode combined) core as:

u
(a)
i,q,r =

P∑

p=1

ai,pgp,q,r = [G×1 A]i,q,r. (3.9)

Thei-th matrix sliceXi··, i = 1, . . . , I, is given by:

Xi·· = BU
(a)
i·· CT , i = 1, . . . I, (3.10)

whereU(a)
i·· is thei-th first-mode matrix-slice of the transformed core tensorU(a) ∈ CI×Q×R. The other two matrix-

slice notations are obtained in a similar way, by changing the order of the summations in (3.4) and defining

u
(b)
p,j,r =

Q∑

q=1

bj,qgp,q,r, u
(c)
p,q,k =

R∑

r=1

ck,rgp,q,r, (3.11)
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as scalar component of the transformed core tensorsU(b) = [G×2 B] ∈ CP×J×R andU(c) = [G×3 C] ∈ CP×Q×K .
This leads to:

X·j· = CU
(b)
·j· A

T , j = 1, . . . J, (3.12)

and
X··k = AU

(c)
··kB

T , k = 1, . . .K. (3.13)

Let X1 ∈ CKI×J , X2 ∈ CIJ×K andX3 ∈ CJK×I be the first- second- and third-mode matrix unfoldings ofX.
These matrices are defined as:

X1 =




X··1
...

X··K


 , X2 =




X·1·
...

X·J·


 , X3 =




X1··
...

XI··


 ,

It can be shown from (3.10), (3.12) and (3.13) thatX1, X2 andX3 can be expressed as:

X1 = (C⊗A)G1B
T , X2 = (B⊗C)G2A

T , X3 = (A⊗B)G3C
T , (3.14)

whereG1 ∈ CRP×Q, G2 ∈ CPQ×R andG3 ∈ CQR×P are unfolded matrices of the core tensorG, which are
constructed in the same fashion as (3.14), i.e.:

G1 =




G··1
...

G··R


 , G2 =




G·1·
...

G·Q·


 , G3 =




G1··
...

GP ··


 . (3.15)

Each one of the three matrix unfolding representations in (3.14) are different rearrangements of the same information
contained in the tensorX.

The Tucker3 decomposition is not unique, since there are infinite solutions for the factor matrices and for the
core tensor leading to the same tensorX. In other words, the Tucker3 decomposition allowsfree rotationor linear
transformations on the three factor matrices (provided that the inverse of these transformations is applied to the core
tensor) without affecting the reconstructed tensorX. In order to see this, let us define nonsingular matricesTa ∈
CP×P , Tb ∈ CQ×Q andTc ∈ CR×R. Considering the unfolded matrixX1 and using property (3.3), we have that:

X1 = (CTcT
−1
c ⊗ATaT

−1
a )G1(BTbT

−1
b )T

= [(CTc)⊗ (ATa)]
[
(T−1

c ⊗T−1
a )G1T

−T
b

]
(BTb)

T ,

i.e.,
X1 = (C′ ⊗A′)G′

1B
′T , (3.16)

whereA′ = ATa, B′ = BTb andC′ = CTc are transformed factor matrices andG′
1 = (T−1

c ⊗ T−1
a )G1T

−T
b is

a transformed Tucker3 core. Equation (3.16) means that we have an infinite number of matricesA′, B′, C′ andG′
1

giving rise to the same matrixX1. This fact clearly states the general nonuniqueness of the Tucker3 decomposition.
Complete uniqueness of the factor matrices and the core tensor of a Tucker3 decomposition is only possible in some
special cases, where at least two factor matrices have some special structure that allows a unique determination of
the transformation matrices. It has been proved that partial uniqueness (i.e., uniqueness of at least some factors of the
model) may exist in cases where the Tucker3 core tensor is constrained to have several elements equal to 0 [25].

Special cases: Tucker2 and Tucker1

Consider a Tucker3 decomposition and rewrite (3.4) as:

xi,j,k =
P∑

p=1

Q∑

q=1

ai,pbj,q

(
R∑

r=1

ck,rgp,q,r

)

or equivalently,

xi,j,k =

P∑

p=1

Q∑

q=1

ai,pbj,qhp,q,k, (3.17)
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Fig. 3.2. The Tucker2 decomposition.
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Fig. 3.3. The Tucker1 decomposition.

whereck,r has been absorbed in the coregp,q,r, giving rise to an equivalent corehp,q,k i.e.,hp,q,k = [G ×3 C]p,q,k.
Equation (3.17) is the scalar notation of an equivalent Tucker2 decomposition. Note that the Tucker2 decomposition
is simpler than its Tucker3 equivalent, since the number of outer product terms has been reduced toPQ. A Tucker2
decomposition also arises from a Tucker3 one when one of the factor matrices, sayC, is equal to the identity matrix.
The matrix-slice and unfolding notations for the Tucker2 case can be easily obtained from (3.10), (3.12), (3.13) and
(3.14) by settingC = IK andG = H ∈ CP×Q×K . The Tucker2 decomposition is illustrated in Fig. 3.2.

Now, let us rewrite (3.4) as:

xi,j,k =

P∑

p=1

ai,p

(
Q∑

q=1

R∑

r=1

bj,qck,rgp,q,r

)
,

i.e.,

xi,j,k =

P∑

p=1

ai,php,j,k, (3.18)

where bothbj,q andck,r have been absorbed in the coregp,q,r, resulting in another corehp,j,k i.e.,hp,j,k = [G×2B×3

C]p,j,k. Equation (3.18) is the scalar notation of a Tucker1 decomposition. A Tucker1 decomposition also arises from
a Tucker3 one when two factor matrices, sayB andC, are equal to identity matrices. The matrix-slice and unfolding
notations for the Tucker1 case are obtained from (3.10), (3.12), (3.13) and (3.14) by settingB = IJ , C = IK and
G = H ∈ CP×J×K . Figure 3.3 illustrates the Tucker1 decomposition.

3.2.2 Parallel Factors (PARAFAC)

The PARAllel FACtors (PARAFAC) decomposition, also known as CANonical DECOMPosition (CANDECOMP),
was independently developed by Harshman [2] and Carol& Chang [3] in the seventies. It is also known by the
acronym CP (Candecomp-Parafac). For a third-order tensor,it is a decomposition in a sum oftriple productsor
triads. PARAFAC can be equivalently stated as a decomposition of a three-way array in a sum of rank-1 tensors. The
PARAFAC decomposition of a tensorX ∈ CI×J×K has the following scalar form:

xi,j,k =

Q∑

q=1

ai,qbj,qck,q, (3.19)

whereai,q = [A]i,q , bj,q = [B]j,q andck,q = [C]k,q are scalar components of factor matricesA ∈ CI×Q, B ∈ CJ×Q

andC ∈ CK×Q respectively.Q is the number of factors, also known as therank of the decomposition. The columns
of the first-, second- and third-factor matricesA, B andC are respectively called first-, second- and third-modefactor
loadings. Other synonyms for the columns ofA, B andC areloading patternsor loading vectors. In Fig. 3.4, a third-
order PARAFAC decomposition is depicted. From the three possible slicing directions, we get the following matrix
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Fig. 3.4. The third-order PARAFAC decomposition.

writings for the PARAFAC decomposition:

Xi·· = BDi(A)CT ,

X·j· = CDj(B)AT ,

X··k = ADk(C)BT . (3.20)

By stacking row-wise the first-, second- and third-mode slices we have:

X1 =




X··1
...

X··K


 =




AD1(C)
...

ADK(C)


BT = (C ⋄A)BT ,

X2 =




X·1·
...

X·J·


 =




CD1(B)
...

CDJ(B)


AT = (B ⋄C)AT ,

X3 =




X1··
...

XI··


 =




BD1(A)
...

BDI(A)


CT = (A ⋄B)CT . (3.21)

One of the most interesting properties of PARAFAC is its uniqueness. Contrarily to bilinear (matrix) decomposi-
tions, which are in general not unique for ranks greater thanone (rank-one matrices are unique up to a scalar factor),
the PARAFAC decomposition of tensors of rank greater than one can be unique up to scaling and permutation of
factors.

The first uniqueness studies of the PARAFAC decomposition were done in the seventies by Harshman [2, 5]. The
deepest formal uniqueness proof was provided by Kruskal in [4]. Kruskal derivedsufficientconditions for unique-
ness of third-order PARAFAC decompositions of real-valuedtensors. Around two decades later, Sidiropouloset al
[7] extended Kruskal condition to complex-valued tensors.Sidiropoulos& Bro [26] further generalized Kruskal’s
uniqueness condition toN -th order tensors. In [27], Sidiropoulos and ten Berge showed that Kruskal’s condition is
not only sufficient but alsonecessaryfor Q ∈ {2, 3}. Further PARAFAC uniqueness issues were addressed by Jiang
& Sidiropoulos in [28], who derived necessary and sufficient conditions for uniqueness of the so-calledrestricted
PARAFAC decomposition (i.e., those where at least one factor matrix is full column-rank).

The study of the PARAFAC uniqueness condition is based on thefundamental concept ofk-rank (Kruskal-rank),
which is more restricted than the usual concept of matrix rank. Thek-rank concept was proposed by Kruskal in his
seminal paper [4], although the term “Kruskal-rank” was first used by Harshman and Lundy [29]. Thek-rank concept
has been extensively used as a key concept for stating PARAFAC uniqueness.

Definition 2. (k-rank): The rank ofA ∈ CI×Q, denoted byrA, is equal tor iff A containsat leasta collection ofr
linearly independent columns but no collection ofr + 1 linearly independent columns. TheKruskal-rank (ork-rank)
of A is the maximum numberk such thateveryset ofk columns ofA is linearly independent. Note that thek-rank is
always less than or equal to the rank, and we have thatkA ≤ rA ≤ min(I,Q), ∀A.

Consider the set ofI matrix-slicesXi·· = BDi(A)CT , i = 1, · · · , I, defined in (3.20). If

kA + kB + kC ≥ 2Q+ 2, (3.22)

the matricesA, B andC are unique up to common permutation and (complex) scaling oftheir columns [4, 7]. This
means that any matricesA′, B′ andC′ satisfying (3.20) are linked toA, B andC by:
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A′ = AΠ∆1, B′ = BΠ∆2, C′ = CΠ∆3, (3.23)

whereΠ is a permutation matrix and∆1, ∆2 and∆3 are diagonal matrices satisfying the condition

∆1∆2∆3 = IQ. (3.24)

Condition (3.22) is also necessary ifQ ≤ 3. However, ten Berge& Sidiropoulos provided in [27] a simple counter-
example to the necessity of (3.22). They also claimed that the uniqueness of PARAFAC depends on the particular joint
pattern of zeros in the factor matrices. This was better explained and clarified by Jiang& Sidiropoulos in [28]. They
provided both necessary and sufficient uniqueness conditions for PARAFAC, when one factor matrix is full column-
rank. This justified the examples shown in [27]. When the elements ofA, B andC are drawn from a continuous
distribution, thek-rank and the conventional rank coincides, and the PARAFAC uniqueness condition (3.22) can be
equivalently stated as [7]:

min(I,Q) +min(J,Q) +min(K,Q) ≥ 2Q+ 2. (3.25)

Condition (3.25) is sufficient but not always necessary, as shown in [27]. For general PARAFAC decompositions with
Q > 1, two necessary conditionsfor uniqueness are [30]:

min(rA⋄B, rB⋄C, rC⋄A) = Q and min(kA, kB, kC) ≥ 2. (3.26)

This condition can be stated alternatively. Note thatrA⋄B ≤ min(IJ,Q), rB⋄C ≤ min(JK,Q) and rC⋄A ≤
min(KI,Q). Note also that the meaning ofkA ≥ 2 is that matrixA has no proportional columns (otherwisekA = 1,
according to the definition ofk-rank). It is thus equivalent to state that, uniqueness is possible only if: i)the product of
any two dimensions of the tensor is at least equal to the number of factorsand ii) none of the three factor matrices is
allowed to have a pair of proportional columns.

It was proven in [28] that condition (3.26) is necessary and sufficient, provided that one factor matrix is full
column-rank. Assuming for instance, thatC is full column-rank i.e.,rC = Q, it is easily checked that condition
(3.26), can be equivalently stated as:

rA⋄B = Q and min(kA, kB) ≥ 2, (3.27)

which means that PARAFAC is uniqueiff the Khatri-Rao productA ⋄ B is full column-rank and ii) neitherA nor
B has a pair of proportional columns. In [28], it was also proposed an equivalent necessary and sufficient condition,
which is valid for general PARAFAC decompositions and is also easier to verify than (3.26) and (3.27). PARAFAC
models where at least one factor matrix is full column-rank are very frequently encountered in the applications we will
consider. Hence, the aforementioned conditions have its relevance to our context.

3.2.3 Constrained Block-PARAFAC decomposition

Let X ∈ CI1×I2×I3 be a third-order tensor and define two sets of matrices{A(q)} ∈ CI1×R
(q)
1 and{B(q)} ∈ CI2×R

(q)
2

with typical elementsa(q)

i1,r
(q)
1

= [A(q)]
i1,r

(q)
1

, b(q)
i2,r

(q)
2

= [B(q)]
i2,r

(q)
2

, and a set ofQ third-order tensors{C(q)} ∈

CR
(q)
1 ×R(q)

2 ×I3 with typical elementc(q)
r
(q)
1 ,r

(q)
2 ,i3

. We consider the following decomposition ofX:

xi1,i2,i3 =

Q∑

q=1

R
(q)
1∑

r
(q)
1 =1

R
(q)
2∑

r
(q)
2 =1

a
(q)

i1,r
(q)
1

b
(q)

i2,r
(q)
2

c
(q)

r
(q)
1 ,r

(q)
2 ,i3

. (3.28)

The tensorxi1,i2,i3 is decomposed in the form of a sum ofQ trilinear blocks, every block being itself the sum of

R
(q)
1 R

(q)
2 triple products. Note thata(q)

i1,r
(q)
1

, i1 = 1, . . . , I1, contributesR(q)
2 times andb(q)

i2,r
(q)
2

, i2 = 1, . . . , I2, con-

tributesR(q)
1 times andc(q)

r
(q)
1 ,r

(q)
2 ,i3

contributesR(q)
1 R

(q)
2 times to the composition of the full tensor. This tensor decom-

position constitutes a generalization of the PARAFAC decomposition with constrained structure originally proposed
in [13, 12]. This generalization was also studied in [17]. Itcan be viewed as a particular case of the block tensor
decomposition introduced in [31].

Define a set ofQ matrices{C(1), . . . ,C(Q)} ∈ CI3×R
(q)
1 R

(q)
2 in the following way:

[C(q)]
i3,(r

(q)
1 −1)R

(q)
2 +r

(q)
2

= c
(q)

r
(q)
1 ,r

(q)
2 ,i3

, q = 1, . . . , Q,
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where theq-th matrixC(q) is linked to tensorC(q) by:

C(q) = [vec(C
(q)T
··1 ) · · · vec(C(q)T

··I3 )]T ,

C
(q)
··i3 ∈ C

R
(q)
1 ×R(q)

2 being thei3-th matrix slice ofC(q), i3 = 1, . . . , I3. The matrix slicesX··i3 ∈ C
I1×I2 of X can be

expressed as [13]:

X··i3 =

Q∑

q=1

(A(q) ⊗ 1T
R

(q)
2

)Di3(C
(q))(1T

R
(q)
1

⊗B(q))T , (3.29)

where1
R

(q)
1

and1
R

(q)
2

are “all one” vectors of dimensionsR(q)
1 × 1 andR(q)

2 × 1, respectively.

Using property (3.3), let us make use of the following equivalences:

A(q) ⊗ 1T
R

(q)
2

= (A(q) ⊗ 1)(I
R

(q)
1
⊗ 1T

R
(q)
2

) = A(q)(I
R

(q)
1
⊗ 1T

R
(q)
2

) = A(q)Ψ (q),

and
1T
R

(q)
1

⊗B(q) = (1⊗B(q))(1T
R

(q)
1

⊗ I
R

(q)
2

) = B(q)(1T
R

(q)
1

⊗ I
R

(q)
2

) = B(q)Φ(q),

where
Ψ (q) = I

R
(q)
1
⊗ 1T

R
(q)
2

, Φ(q) = 1T
R

(q)
1

⊗ I
R

(q)
2

(3.30)

areconstraint matricesthat model interactions or linear combinations of factors of different modes within theq-th
block. They have dimensionsR(q)

1 ×R
(q)
1 R

(q)
2 andR(q)

2 ×R
(q)
1 R

(q)
2 , respectively. These definitions allow us to rewrite

(3.29) as:

X··i3 =

Q∑

q=1

A(q)Ψ (q)Di3(C
(q))(B(q)Φ(q))T . (3.31)

Now, let us define the following block-matrices:

A = [A(1), . . . ,A(Q)] ∈ C
I1×R1

B = [B(1), . . . ,B(Q)] ∈ C
I2×R2

C = [C(1), . . . ,C(Q)] ∈ C
I3×R3 ,

where we have defined

R1 =

Q∑

q=1

R
(q)
1 , R2 =

Q∑

q=1

R
(q)
2 , R3 =

Q∑

q=1

R
(q)
1 R

(q)
2 . (3.32)

Define alsoblock-diagonal constraint matricesas:

Ψ = BlockDiag(Ψ (1) · · ·Ψ (Q)) (R1 ×R3)

Φ = BlockDiag(Φ(1) · · ·Φ(Q)) (R2 ×R3). (3.33)

Taking these definitions into account, (3.31) can be expressed in a compact matrix form as:

X··i3 = AΨDi3(C)(BΦ)T . (3.34)

By comparing (3.20) and (3.34), we deduce the following correspondences:A → AΨ , B → BΦ andC → C.
Hence, by analogy with (3.21),Xi=1,2,3 can be written as:

X1 = (C ⋄AΨ )(BΦ)T , X2 = (BΦ ⋄C)(AΨ )T , X3 = (AΨ ⋄BΦ)CT . (3.35)

The demonstration of (3.35) is provided in [13].
From the previous equations and definitions, the following can be said about this tensor decomposition:

1. It is the factorization of a third-order tensor in a sum ofQ structured/constrained PARAFAC blocks, everyone
of them being a function of threecomponent matricesA(q),B(q) andC(q). Each component matrix models the
variation of the tensor data along one dimension ormode.

2. Within the same constrained PARAFAC block, it is permitted that columns of different component matrices are
linearly combined to generate the tensor data. The terminteractionis used to denote such a linear combination.
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3. The interaction patterns within a block are modeled by theconstraint matricesΨ (q) andΦ(q), which may differ
from block to block.

4. When the computation of the decomposition is performed, the termbetween-block resolutionis a synonym of
separabilityof theQ blocks, while the termwithin-block uniquenessstands for a unique determination of the
three component matrices of the corresponding block (up to permutation and scaling). It depends on the particular
interaction structure of each block.

Note that (3.34) can be interpreted as a structured/constrained PARAFAC model [2, 3] with augmented component
matricesAΨ , BΦ andC. It is also worth noting that the within-block structure of constrained Block-PARAFAC is
similar to that of the PARALIND (PARAllel profiles with LINear Dependencies) model recently proposed in [32,
33]. The proposed approach is more general, since it considers multiple constrained blocks, each one with its own
interaction structure.

The constrained Block-PARAFAC model can also be linked to Tucker2 and Tucker3 analysis [1, 34]. From the
scalar notation (3.28), it is easier to conclude that this model naturally takes the form of a sort of “Block-Tucker2”
model with a variable within-block interaction structure.It can also be linked in some sense to constrained Tucker3
decompositions [35, 27]. Further details can be found in [17].

Theorem 1.Consider the set of matrix-slicesX··i3 , i3 = 1, . . . , I3. Assume that the component matricesA(q) ∈
CI1×R

(q)
1 , B(q) ∈ CI2×R

(q)
2 andC(q) ∈ CI3×R

(q)
1 R

(q)
2 are full-column rank,q = 1, . . . , Q. If every set{A(1), . . . ,A(Q)},

{B(1), . . . ,B(Q)} and{C(1), . . . ,C(Q)} is linear independent, the following condition is necessary for uniqueness of
this decomposition:

I1I2 ≥ R3, I1I3 ≥ R2, I2I3 ≥ R1, (3.36)

whereR1, R2, R3 are defined in (3.32), between-block uniqueness/resolution is achieved, (i.e., the computation of the
model separates theQ blocks), and there are non-singular block-diagonal matrices

Ta = BlockDiag(T(1)
a · · ·T(Q)

a ),

Tb = BlockDiag(T
(1)
b · · ·T

(Q)
b ),

Tc = BlockDiag(T(1)
c · · ·T(Q)

c ), (3.37)

satisfying

(T(q)
a ⊗T

(q)
b )

−1
= T(q)T

c , q = 1, . . . , Q, (3.38)

such thatA = ATa, B = BTb and C = CTc give rise to the same matrices{X}i=1,2,3, up to permutation
ambiguities.

The proof is provided in [17].
The conditions (3.36) can be stated in a simpler form. DefineR1 = max(R

(1)
1 , . . . , R

(Q)
1 ) andR2 = max(R

(1)
2 , . . . , R

(Q)
2 ).

Condition (3.36) can be rewritten as:

I1I2 ≥ QR1R2, I1I3 ≥ QR2, I2I3 ≥ QR1,

which is equivalent to:

min

(
⌊ I1I2
R1R2

⌋, ⌊I1I3
R2

⌋, ⌊I2I3
R1

⌋
)
≥ Q, (3.39)

where⌊·⌋ stands for the greatest integer number that is smaller than its argument. This condition guarantees between-
block uniqueness of constrained Block-PARAFAC.

The block-diagonal structure ofTa, Tb andTc means that rotational freedom is confined within the blocks.In
other words, the constrained Block-PARAFAC model hasbetween-block uniqueness. Within-block non-uniqueness,
however, remains in the general caseR(q)

1 ≥ 2 andR(q)
2 ≥ 2. Note however, that rotational freedom affecting the

component matrices of a given block is constrained and obeysT
(q)T
c = (T

(q)
a ⊗ T

(q)
b )−1, which imposes some

uniqueness constraints on the constrained Block-PARAFAC model that are not as strong as those of unconstrained
Tucker3 models. For example, complete within-block uniqueness is restored ifC is known. Otherwise, ifC has some
special structure (e.g. Block-diagonal, Toeplitz, etc) one can enforce the underlying structure during the computation
of the model, in order to restrict within-block non-uniqueness.
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3.3 Applications of Tensor Decompositions to Wireless Communications

In several wireless communication systems, the received signal ismultidimensionalin nature and can be interpreted as
a tensor, although it is not always treated as such. A common approach for modeling and processing the received signal
is based on matrix (2D) models. The usually considered dimensions arespaceand time [36]. The space dimension
is generally due to the use of an antenna array at the receiver, and contains multiple (phase-shifted or uncorrelated)
copies of the received signal. On the other hand, the time dimension is due to the fact that the received signal is
processed as a block containing consecutive symbol-spacedsamples. Regarding the blind recovery of information,
blind algorithms generally take special (problem-specific) structural properties of the transmitted signals into account
such as orthogonality, finite-alphabet, constant-modulusor cyclostationarity in order to overcome the non-uniqueness
of matrix decompositions and successfully perform multiuser signal separation and equalization [36, 37, 38].

From a signal processing perspective, treating the received signal as a 3D tensor makes possible to simultaneously
exploit the multiple forms of “diversity” inherent to it fora signal recovery purpose. In a seminal paper [7], it was
shown that a mixture of DS/CDMA signals has trilinear structure and can be modeled as a third-order (3D) tensor. By
formulating the received signal model as a PARAFAC model, the authors derived a new receiver for blind multiuser
detection/separation in DS/CDMA systems, which exploits the identifiability properties of the PARAFAC decomposi-
tion for separating/detecting possibly more users than antennae. The work of [7] was constrained to flat-fading wireless
channels with no intersymbol interference. In [8], the PARAFAC modeling approach of [7] was extended to frequency-
selective channels with large delay spread, still in the context of DS/CDMA systems. A two-step receiver, different
from that of [7], was proposed for multiuser separation and equalization. A different tensor modeling for the blind
separation of DS/CDMA signals in the frequency-selective case was proposed in [10], where a generalized PARAFAC
model was developed. This model was also shown to be valid forsignal separation in Multiple-Input Multiple-Output
(MIMO) DS/CDMA systems [9].

The usefulness of tensor decompositions in signal processing is not limited to the separation of DS/CDMA signals.
PARAFAC analysis have also been proposed for other signal processing problems such as multiple-invariance sensor
array processing [14], multidimensional harmonic retrieval [39] blind beamforming with oversampling at the receiver
[15], multiantenna space-time coding [21] and spatial signature estimation [18].

This chapter provides a survey of some applications of tensor modeling to wireless signal processing. The consid-
ered applications are: i) unified modeling of oversampled, DS/CDMA and OFDM systems, ii) multiantenna coding
techniques, and iii) estimation of wireless channel parameters.

Previous works and new contributions

In several works [7, 8, 10, 9], the problem of blind multiuserdetection for the DS/CDMA system has been modeled
using tensor decompositions. The main difference between [7] and [8] is that the first does not take a frequency-
selective channel model into account. Both [8] and [10] adopt a frequency-selective channel model with inter-symbol
interference. For the same system model, [8] proposes a sortof PARAFAC model with linear dependencies, while [10]
proposes a generalized PARAFAC model and introduces new identifiability conditions for this model, which can be
seen as a generalization of those of [7]. Both works assume that each user contributes with a single path to the received
signal, which is the case when the multipath scattering is inthe far field of the receive antenna array. Concerning the
DS/CDMA system, our contribution is to further generalize [8] and [10] by considering that each user contributes
with a finite number of multipaths. This generalization is based on a new block-tensor decomposition with constrained
structure called constrained Block-PARAFAC [12, 17]. Thistensor decomposition is also used for modeling oversam-
pled and OFDM wireless communication systems. A unified perspective is adopted here for modeling these systems
using a tensor approach.

Our contributions also concern the problem of multiantennacoding for MIMO systems. [21] proposed a blind
Khatri-Rao space-time code, which relies on a PARAFAC modelfor the received signal. In this context, we propose
a more general approach, which exhibits increased diversity gain, has more transmission flexibility, and is suited to
the downlink multiuser MIMO systems. The proposed multiantenna code combines multistream multiplexing and
space-time spreading and is also an application of the constrained Block-PARAFAC decomposition. This application
of tensor modeling appears in [22, 23].

The later problem addressed using tensor decompositions isconcerned with the estimation of multipath parameters
of wireless communication channels. This problem is not new, and was addressed in several works such as [40, 41, 42].
With respect to these works, our contribution is to show thatthis problem can be formulated using a PARAFAC tensor
model, which results in a new method for multipath channel estimation. We also consider the problem of estimating
block-fading MIMO channels using a parametric tensor modeling.
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3.3.1 Unified modeling of oversampled, DS/CDMA and OFDM systems

A new tensor model for the received signal is presented, which unifies the received signal model of three systems: i) a
temporally-oversampled system, ii) a DS/CDMA system [43] and iii) an OFDM system [44]. For all these systems an
antenna array is assumed at the receiver front-end. The proposed tensor model assumes specular multipath propagation,
where each user in the system contributes with a finite numberof multipaths to the received signal. We show that the
proposed model is subject to structural constraints in someof its component matrices, and that the same “general”
tensor model is shared by the three considered systems. For each particular system, the model can be obtained from the
general model by making appropriate choices in the structure/dimension of its matrix components. For the DS/CDMA
system, our tensor modeling approach generalizes those of [8] and [10], which consider a special propagation model
with a single path per user. It also covers the tensor model proposed in [15] as a special case, which assumes multiple
paths per user but does not consider a frequency-selective channel model.

Let us consider a linear and uniformly-spaced array ofM antennae receiving signals fromQ co-channel
sources/users. Assume that the signal transmitted by each user is subject to multipath propagation and arrives at
the receiver viaL effective specular multipaths3. The propagation channel is assumed to be time-dispersive and it is
considered that multipath delay spread exceeds the inverseof the coherence bandwidth of the system, so that fading
is frequency-selective. The channel impulse response is assumed to spanK symbols. The discrete-time base-band
representation of the signal received at them-th antenna of a linear and uniformly-spaced array at then-th symbol
interval is given by:

xm(n) =

Q∑

q=1

L∑

l=1

β
(q)
l am(θlq)

K∑

k=1

g(k − 1− τlq)s(q)(n− k + 1) + vm(n),

whereβ(q)
l is the fading envelope of thel-th path of theq-th user. The termam(θlq) is the response of them-th antenna

to the l-th path of theq-th user,θlq being the associated angle of arrival. Similarly, the termτlq is the propagation
delay (normalized by the symbol periodT ) and the termg(k − 1 − τlq) represents thek-th component of the pulse-
shaping filter response. The channel impulse response has finite duration and is assumed to be zero outside the interval
[0, (K − 1)T ). Finally,s(q)(n) is the symbol transmitted by theq-th user at then-th symbol interval andvm(n) is the
measurement noise at them-th antenna, at then-th symbol interval.

Temporally-Oversampled System

At the output of each receiver antenna, the signal is sampledat a rate that isP times the symbol rate. Due to temporal
oversampling, the resolution of the pulse-shaping filter response is increased by a factorP , which also increases
the temporal resolution of the received signal by the same factor. Such an increase in the temporal resolution can be
interpreted as an incorporation of a third axis (or dimension) to the received signal, called theoversampling dimension.
We define thep-th oversample associated with thek-th component of the pulse-shaping filter response to the(l, q)-th
path as the following third-order tensor:

g
(q)
l,k,p = g(k − 1 + (p− 1)/P − τlq), p = 1, . . . , P.

3 In this model we have assumed that all the users have the same number of multipaths in order to simplify the mathematical
notation and the presentation of the model.



68 Almeidaet al

The overall channel response, the array response and transmitted symbols are defined as:

h
(q)
l,k,p = β

(q)
l g

(q)
l,k,p, a

(q)
m,l = am(θlq), s

(q)
n,k = s(q)(n− k + 1).

The received signal can be interpreted as a 3D tensorX ∈ CM×N×P . Its (m,n, p)-th scalar component can be
decomposed as:

xm,n,p =

Q∑

q=1

L∑

l=1

a
(q)
m,l

K∑

k=1

h
(q)
l,k,p s

(q)
n,k + vm,n,p. (3.40)

Equation (3.40) is thescalar notationfor the received signal tensor. It expresses the received signal in the form
of summations and products involving three factorsa

(q)
m,l, h

(q)
l,k,p ands(q)n,k associated with space, oversampling and

time dimensions of the received signal, respectively. (3.40) can be alternatively written in matrix-slice form. Let
a

(q)
l = [a

(q)
1,l a

(q)
2,l · · · a

(q)
M,l]

T ∈ C
M be the array steering vector,g

(q)
l,k = [g

(q)
l,k,1g

(q)
l,k,2 · · · g

(q)
l,k,P ]T ∈ C

P be the pulse-

shape response vector, ands
(q)
n = [s

(q)
n,1s

(q)
n,2 · · · s

(q)
n,K ]T ∈ CK be the symbol vector andb(q) = [b

(q)
1 · · · b

(q)
L ]T ∈ CL

be the vector of multipath gains. Let us also define:

A(q) = [a
(q)
1 · · ·a

(q)
L ] ∈ C

M×L, G(q) = [g
(q)
1,1 · · ·g

(q)
l,k · · ·g

(q)
L,K ]T ∈ R

P×LK , S(q) = [s
(q)
1 · · · s

(q)
N ]T ∈ C

N×K .

S(q) ∈ CN×K is a Toeplitz matrix with first row and column defined asS
(q)
1· = [s

(q)
1,1 0 · · · 0] and S

(q)
·1 =

[s
(q)
1,1 s

(q)
2,1 · · · s

(q)
N,1]

T respectively. The overall temporal channel responseH(q) can be expressed as:

H(q) = G(q)(Diag(b(q))⊗ IK) ∈ C
P×LK . (3.41)

By comparing (3.40) with (3.28), we can deduce the followingcorrespondences:

(I1, I2, I3, R
(q)
1 , R

(q)
2 ,A(q),B(q),C(q))→ (M,N,P, L,K,A(q),S(q),H(q)) (3.42)

Fixing the oversampling dimension, and using the analogy with (3.31) and the correspondences (3.42), the space-time
sliceX. . p ∈ CM×N , p = 1, . . . , P , can be factored as:

X. . p =

Q∑

q=1

A(q)ΨDp(H
(q))(S(q)Φ)T + V. . p, p = 1, . . . , P, (3.43)

whereΨ = IL ⊗ 1TK andΦ = 1TL ⊗ IK are the constraint matrices of the tensor model.

DS/CDMA System

At the transmitter, each symbol is spread by a signature (spreading code) sequence of lengthJ with periodTc =
T/J , whereT is the symbol period. The spreading sequence associated with the q-th user is denoted byc(q) =

[c
(q)
1 c

(q)
2 · · · c

(q)
J ]T ∈ CJ . As a result of spreading operation, each symbol to be transmitted is converted intoJ chips.

The chip-sampled pulse-shape response to the(l, q)-th path is defined in scalar form as:

g
(q)
l,k,j = g(k − 1 + (j − 1)/J − τlq), j = 1, . . . , J.

A scalar component of the overall channel response, i.e. including path gains, is defined ash(q)
l,k,j = β

(q)
l g

(q)
l,k,j . The

received signal can be interpreted as a 3D tensorX∈ CM×N×J and its(m,n, j)-th scalar component has the following
factorization:

xm,n,j =

Q∑

q=1

L∑

l=1

a
(q)
m,l

K∑

k=1

J∑

j′=1

h
(q)
l,k,j−j′ c

(q)
j′ s

(q)
n,k + vm,n,j . (3.44)

Equation (3.44) decomposes the received signal in the form of summations and products involving four scalar factors
a
(q)
m,l, h

(q)
j,l,k, c(q)j ands(q)n,k. Defining

u
(q)
l,k,j =

J∑

j′=1

h
(q)
l,k,j−j′ c

(q)
j′
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as the convolution between the spreading sequence and the overall channel response, we can rewrite (3.44) as:

xm,n,j =

Q∑

q=1

L∑

l=1

a
(q)
m,l

K∑

k=1

u
(q)
l,k,j s

(q)
n,k + vm,n,j. (3.45)

Note that (3.45) is equivalent to (3.40), whereu(q)
l,k,j plays the role ofh(q)

l,k,p andJ → P . Therefore, by fixing the
spreading dimension and slicing the received signal tensorX ∈ CM×N×J along the third-dimension, itsj-th slice
X. . j ∈ CM×N , j = 1, . . . , J , is given by:

X. . j =

Q∑

q=1

A(q)ΨDj(U
(q))(S(q)Φ)T + V. . j , j = 1, . . . , J, (3.46)

whereU(q) is defined as:
U(q) = C(q)H(q) ∈ C

J×KL, (3.47)

C(q) ∈ CJ×J being a Toeplitz matrix with first row and column defined asC
(q)
1· = [c

(q)
1 0 · · · 0] and C

(q)
·1 =

[c
(q)
1 c

(q)
2 · · · c(q)J ]T respectively, andH(q) being analogous to that defined in (3.41), whereJ replacesP .

OFDM System

In an OFDM system, the symbol sequence to be transmitted is organized into blocks ofF symbols (serial-to-parallel
conversion). Multicarrier modulation consists in linearly combining theF symbols using an inverseN×N Fast Fourier
Transform (IFFT) matrix. After the IFFT stage, a cyclic prefix (CP) of lengthK is inserted to each OFDM block4,
before transmission. Due to the insertion of CP, the resulting OFDM block has lengthF +K. At the receiver, inverse
processing is done. The CP is removed and each received OFDM block is linearly combined using anN × N Fast
Fourier Transform (FFT) matrix. Thanks to the use of IFFT/FFT together with insertion/removal of the CP, it can be
shown [44] that the length-K convolutive channel is converted into a set ofF scalar channels, i.e. the overall channel
at each subcarrier is frequency-flat. This means that the overall channel matrix has a diagonal frequency response.

Let us defineh(q)
l,f = β

(q)
l g

(q)
l,f as a scalar component of the overall frequency channel response at thef -th subcarrier,

associated with the(l, q)-th path. The scalars(q)n,f denotes thef -th symbol of then-th OFDM block associated with
theq-th user. The received signal is also a 3D tensor and its(m,n, f)-th scalar component can be decomposed as:

xm,n,f =

Q∑

q=1

L∑

l=1

a
(q)
m,l h

(q)
l,f s

(q)
n,f + vm,n,f . (3.48)

As it has been done for the previous systems, we are interested in representing the received signal tensor in matrix-
slice notation. Let us define the vectors

(q)
n = [s

(q)
n,1 s

(q)
n,2 · · · s

(q)
n,F ]T ∈ CF collecting the symbols associated with the

n-th OFDM block,n = 1, . . . , N . We defineĞ(q)
l ∈ RF×F as acirculant channel matrixbuilt up from the(l, q)-th

pulse-shape responseg
(q)
l = [g

(q)
l,1 g

(q)
l,2 · · · g

(q)
l,K ]T ∈ RK . Let

Ωcp =

[
0K×(F−K) IK

IF

]
, Ωcp = [0F×K IF ],

be the matrices that represent the insertion and removal of the CP, of dimensions(F + K) × F andF × (F + K)

respectively, and define a(F +K)× (F +K) Toeplitz matrixG̃(q)
l = Toeplitz[g

(q)
l ]. The(l, q)-th circulant matrix

Ğ
(q)
l is given by:

Ğ
(q)
l = ΩcpG̃

(q)
l Ωcp.

Note that the circulant structure of̆G(q)
l ∈ CF×F is an equivalent representation of the convolution matrixG̃

(q)
l ,

when it is pre- and post-multiplied by the matrices that represent the removal and insertion of the CP, respectively. For
further details on this construction, please see [44].

4 The CP is used to avoid interference between adjacent OFDM blocks. Its length should exceed the maximum delay spread of
the channel. See [44] for further details.
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DefineĞ(q) = [Ğ
(q)
1 · · · Ğ

(q)
L ] ∈ RF×LF as ablock-circulantmatrix concatenating theL circulant channel ma-

trices associated with theq-th user. By analogy with (3.41), theoverall circulant channel matrix̆H(q) can be written
as:

H̆(q) = Ğ(q)
(
Diag(b(q))⊗ IF

)
∈ C

F×LF .

Taking IFFT/FFT transformations at the transmitter/receiver into account, theq-th useroverall frequency response
channel matrixΛ(q) = [Λ

(q)
1 · · ·Λ

(q)
L ] ∈ CF×LF , can be expressed as:

Λ(q) = Γ H̆(q)(IL ⊗ Γ )H , (3.49)

whereΓ ∈ CF×F is a FFT matrix the (i, k)-th entry of which is given byγi,k = (1/
√
F ) · exp(−j2πik/N),

i, k = 0, 1, . . . , N − 1. Note thatΛ(q)
l is a diagonal matrix holding the vectorh(q)

l = [h
(q)
1,l h

(q)
2,l · · · h

(q)
F,l]

T , on its

diagonal,l = 1, . . . , L, i.e.,Λ(q)
l = Diag(h

(q)
l ).

Now, collectN symbol blocks inS(q) = [s
(q)
1 · · · s

(q)
N ] ∈ CF×N . Taking these definitions into account, thef -th

sliceX. . f ∈ CM×N , f = 1, . . . , F , of the received signal tensorX ∈ CM×N×F can be decomposed as:

X. . f =

Q∑

q=1

A(q)ΨDf (Λ
(q))(S(q)Φ)T + V. . f , f = 1, . . . , F. (3.50)

It is worth noting that (3.43), (3.46) and (3.50) are similarPARAFAC-based decompositions, and all of them follow
(3.31). The main differences are in the structure and/or thedimension of certain component matrices, but the general
tensor formulation is identical. Such similarity allows usto formalize a “general” orunifiedtensor model for the three
systems. In order to achieve this, we defineI3 as the length of the third dimension of the received signal tensor. For
the temporally-oversampled system(I3, R2) = (P,K), for the DS/CDMA system(I3, R2) = (J,K) and for the
OFDM system(I3, R2) = (F, F ). The other parameters, which are common for all the systems areI1 = M , I2 = N ,
R1 = L. In its general form, the tensor modeling of the three systems can be unified in the following expression:

X. . i3 =

Q∑

q=1

A(q)ΨDi3(Z
(q))(S(q)Φ)T + V. . i3 , i3 = 1, · · · , I3,

where
Ψ = IL ⊗ 1TR2

∈ C
L×LR2, Φ = 1TL ⊗ IR2 ∈ C

LR2×R2 ,

andZ(q) is eitherH(q) (c.f. (3.41)), orU(q) (c.f. (3.47)) orΛ(q) (c.f. (3.49)), depending on the considered system.
Table 3.1 summarizes the unified modeling.

Oversampled DS/CDMA OFDM
(I3) oversampling(P ) spreading(J) frequency(F )
(R2) delay(K) delay(K) frequency(F )
Z(q) H(q) U(q) Λ(q)

dimensions P × LK J × LK F × LF
structure no structure no structurediagonal blocks

S(q) S(q) S(q) S(q)

dimensions N × K N × K N × F
structure Toeplitz Toeplitz no structure

Table 3.1.Summary of the unified tensor model for Oversampled, DS/CDMAan OFDM systems.

Application to blind multiuser separation/equalization

The blind multiuser equalization problem consists in recovering the information sequence from several users under the
assumption of frequency-selective fading. In other words,a blind multiuser equalizer performs the tasks of signal sep-
aration and equalization. In this paper, we propose a tensor-based receiver performing user separation and equalization
iteratively. For the temporally-oversampled system, multiuser signal separation is carried out in the 3D tensor space,
exploitingoversampling, timeandspacedimensions of the received signal. Making use of the necessary uniqueness
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conditions of the constrained Block-PARAFAC model, we can derive an upper bound on the maximum number of
co-channel users that can be blindly separated. By analogy with (3.39), we have:

min

(
⌊MN

LK
⌋, ⌊MP

K
⌋, ⌊NP

L
⌋
)
≥ Q. (3.51)

This condition allows us to study the receiver configurationsuch as the required number of receive antennaeM ,
number of processed symbolsN and oversampling factorP , for a given number of multipathsL, a given channel
impulse response lengthK and a given numberQ of users.

The alternating least squares (ALS) algorithm [7] is used for this purpose. Equalization is done in the 2D matrix
space, where the Toeplitz structure of the symbol matrix as well as the Finite-Alphabet (FA) property of the transmit-
ted symbols are exploited to estimate the transmitted symbols via a subspace method. The key aspect of the proposed
algorithm is that multiuser signal separation (PARAFAC stage) and equalization (Subspace+FA stage) is done in an
iterative way. The goal of the PARAFAC stage is to estimate three component matrices from which the PARAFAC
model parameters can be determined. In turn, the goal of the subspace+FA stage is to solve the partial rotation ambi-
guity problem that is inherent to the proposed model as well as to estimate the transmitted symbols in the 2D space,
exploiting the FA property. The FA-projected symbols are inturn used as an input to the PARAFAC stage to refine the
multiuser signal separation in the 3D space. Further details of this algorithm can be found in [13].

The performance of the tensor-based blind multiuser receiver is evaluated through computer simulations. Each
obtained result is an average overR = 1000 independent Monte Carlo runs. For each run, multipath fading gains are
generated from an i.i.d. Rayleigh generator while the user symbols are generated from an i.i.d. distribution and are
modulated using binary-phase shift keying (BPSK). Perfectsynchronization is assumed at the receiver. In all cases,
a block ofN = 100 received samples is used in the blind estimation process. The channel impulse response follows
a raised cosine pulse shape with roll-off factor 0.35. We considerK = 2 channel taps,Q = 2 users and a fixed
oversampling factorP = 8.
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Fig. 3.6.Blind PARAFAC-Subspace receiver versus MMSE receiver withperfect channel knowledge.

The following simulation results considerL = 2 effective multipaths per user, each path being associated with a
different cluster of scatterers. We consider a propagationscenario with(θ11, θ21) = (0◦, 20◦) for the first user and
(θ12, θ22) = (0◦, 10◦) for the second one. Note that the first (zero-delayed) path ofboth users have the same angle of
arrival. All multipaths have the same average powerE[βlqβ

∗
lq] = 1, l = 1, . . . , L, q = 1, . . . , Q.

In order to provide a performance reference for the proposedPARAFAC-Subspace receiver, we also evaluate the
performance of the Minimum Mean Square Error (MMSE) receiver. In contrast to our blind iterative PARAFAC-
Subspace receiver, the MMSE one assumes perfect knowledge of all the channel parameters as well as the knowledge
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of the SNR. We considerM = 2 and4 receive antennae. Figure 3.6 shows that the PARAFAC-Subspace receiver has
nearly the same BER vs. SNR improvement than that of MMSE withperfect channel knowledge. The gap between
both receivers is smaller forM = 4. For example, considering a target BER of10−2, the proposed receiver provides
a loss in performance of 5dB forM = 2 and 3dB forM = 4, with respect to the MMSE receiver.

3.3.2 Multiantenna coding techniques

Multi-antenna coding is an effective way for combating multipath fading (i.e. random attenuations affecting the trans-
mitted radio signals) in scattering-rich wireless propagation environments, aiming at improving the transmission re-
liability in wireless communication systems. This is achieved by means of space-time coding [45]. Multi-antenna
techniques have also the objective of offering high spectral efficiencies, by transmitting multiple independent signals
from different antennae at the same time slot and frequency band. In this case, the transmitted signals interfere each
other and should be separated at the receiver [46, 47].

We propose a new multiantenna coding concept that relies on atensor modeling of the transmitted/received signals.
Let us consider a multiantenna system withM ′

T transmit antennae andMR receive antennae. Assume that the wireless
channel is frequency-flat and constant duringN time-slots. Each time-slot comprisesP symbol periods, whereP
is the length of the multiantenna code. In the considered multiantenna system, an antenna array ofM ′

T transmit

antennae is divided intoQ transmission layers ofM (q)
T antennae each, i.e.,M (1)

T + · · · + M
(Q)
T = M ′

T . Each layer
transmits its own symbol sequence. TheQ input signals can be either assigned to a single receiver/user (point-to-point
transmission) or they can be assigned toQ different receivers/users (point-to-multipoint transmission). The proposed
modeling approach is valid for both cases, although we do notdistinguish between them here.

For each layer, the input stream is demultiplexed intoR(q) sub-sequences, which are spread over aM
(q)
T ×N ×P

grid associated withM (q)
T transmit antennae,N time-slots andP symbol periods, and then linearly combined. This

is called Tensor-based Space-Time Multiplexing (TSTM). Wemodel the TSTM structure at theq-th layer, as a third-

order tensorW(q) ∈ CM
(q)
T ×R(q)×P , calledmultiplexing tensor. Note that this multiantenna transmission is similar to

the multiantenna code of [48], in the sense that each symbol is fully spread over space and time dimensions. Also,
from a tensor modeling point of view, it generalizes the one proposed in [21]. A general block-diagram illustration is
given in Figure 3.7. The goal of the “antenna mapping” block is to associate theM (1)

T ,M
(2)
T , . . .M

(Q)
T signals to the

M ′
T transmit antennae in an optimal way, in order to maximize thediversity gain. This is only relevant in scenarios

where the propagation channel exhibits some spatial correlation, and when the correlation properties are known at the
transmitter. The design of this block is beyond the scope of this work. Thus, for simplicity reasons, the multiantenna
channel is assumed to be spatially uncorrelated, which allows us to bypass the antenna mapping block here.

The discrete-time baseband equivalent model for the received signal can be modeled using the tensor formalism
as:

xmR,n,p =

Q∑

q=1

M
(q)
T∑

m
(q)
T

=1

R(q)∑

r(q)=1

h
(q)

mR,m
(q)
T

s
(q)

n,r(q)
w

(q)

m
(q)
T
,r(q),p

+ vmR,n,p, (3.52)

wherexmR,n,p = [X]mR,n,p is the received signal sample at themR-th receive antenna, and associated with thep-th
symbol of then-th time-slot, and

h
(q)

mR,m
(q)
T

, s
(q)

n,r(q)
, w

(q)

m
(q)
T
,r(q),p

(3.53)

are typical elements of the channel matrix, symbol matrix and multiplexing tensor, respectively. Figure 3.8 depicts the
signal transmission/reception model (in absence of noise), by focusing on the contribution of theq-th transmission
layer. The following definitions are used in this figure:

c
(q)

m
(q)
T
,n,p

=

R(q)∑

r(q)=1

w
(q)

m
(q)
T
,r(q),p

s
(q)

n,r(q)
, x(q)

mR,n,p =

M
(q)
T∑

m
(q)
T

=1

h
(q)

mR,m
(q)
T

c
(q)

m
(q)
T
,n,p

. (3.54)

Let
s(q)
n = [s

(q)
1,n · · · s

(q)

M
(q)
T ,n

]T ∈ C
M

(q)
T , (3.55)

be the symbol vector concatenatingM (q)
T data sub-streams, and

S(q) = [s
(q)
1 · · · s

(q)
N ]T ∈ C

N×M(q)
T . (3.56)
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Fig. 3.8.Signal transmission/reception model (q-th layer).

The entries ofS(q) are chosen from an arbitrary signal constellation and satisfy the power constraintE[Tr(S(q)HS(q))] =
NR(q), q = 1, . . . , Q. The channel matrixH ∈ CMR×M ′

T is assumed to have i.i.d. entries following a zero-mean unit-
variance complex-Gaussian distribution, so thatE[Tr(HHH)] = M ′

TMR, whereTr(·) is thetraceoperator.
In order to write the multiantenna coding model as a constrained Block-PARAFAC model, we define a set ofQ

multiplexing matrices{W(q)} ∈ CP×M(q)
T
R(q)

as

[W(q)]
p,(r(q)−1)M

(q)
T

+r(q)
= w

(q)

m
(q)
T
,r(q),p

, q = 1, . . . , Q, (3.57)

andW = [W(1) · · ·W(Q)], which concatenates theQ multiplexing matrices. Note thatW is a matrix unfolding
representation of the set of multiplexing tensors{W(1), . . . ,W(Q)}. We also defineS = [S(1) · · ·S(Q)] as a matrix
concatenating the symbol matrices for allQ layers.

Taking these definitions into account, the received signal tensor can be written in constrained Block-PARAFAC
form as

X3 = (HΨ ⋄ SΦ)WT + V3 ∈ C
NMR×P . (3.58)

By comparing (3.52) and (3.28), we can deduce the following correspondences:

(I1, I2, I3, R
(q)
1 , R

(q)
2 ,A(q),B(q),C(q))→ (MR, N, P,M

(q)
T , R(q),H(q),S(q),W(q)) (3.59)

The received signal tensor can also be expressed in two othermatrix formsX1 = (W⋄HΨ )(SΦ)T +V1 ∈ CMRP×N

andX2 = (SΦ ⋄W)(HΨ )T + V2 ∈ CPN×MR , following (3.21).
Model (3.52) covers some multiantenna coding schemes as special cases. By settingR(1) = · · · = R(Q) = 1 and

M
(1)
T = · · · = M

(Q)
T = 1, it reduces to the multiantenna codes of [21], known asKhatri-Rao Space-Time Codes. On

the other hand, forQ = 1 (with R(1) ≥ 1 andM ′
T > 1), it takes the form of aLinear Dispersion Code[48], although

the code design criterion is different here. Several codes falling between these ones are possible via the constrained
Block-PARAFAC model, having different diversity-multiplexing trade-offs.
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Multiplexing structure

The unfolded multiplexing matrixW is designed to satisfy the conditionWWH = M ′
T IP , which is a condition

required for performance maximization [21]. Defining

K ′ =

Q∑

q=1

R(q)M
(q)
T , (3.60)

we chooseW as a Vandermonde matrix defined as:

[W]p,k′ = ej
2π
K′ (k

′−1)(p−1),

wherek′ = 1, . . . , r(q)m
(q)
T , . . . , R(Q)M

(Q)
T . For achieving maximum diversity and eliminating multiuser interfer-

ence, we must chooseP ≥ K ′ so thatW is a semi-unitary matrix.

Interpretation of Ψ and Φ

In the present context, the constraint matricesΨ andΦ admits an interesting physical interpretation. They can be
viewed assymbol-to-antenna loading matricesand their structure reveals the overall joint spreading-multiplexing pat-
tern considered at the transmitter. This means that we can construct different multistream space-time coding schemes
by configuring these matrices with 1’s and 0’s. For example, let us considerMT = 3 transmit antennae and a transmis-
sion forQ = 2 users, which impliesQ = 2 transmission layers. Assume(M

(1)
T , R(1)) = (2, 1), (M (2)

T , R(2)) = (1, 3).
From (3.30),Ψ andΦ in this case have the following structure:

Ψ =




1 0 0 0 0
0 1 0 0 0
0 0 1 1 1


 , Φ =




1 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


 .

Note that bothΨ andΦ are block-diagonal matrices with two diagonal blocks, eachone associated with a given layer.
Each row ofΨ defines thespatial multiplexing factorat each transmit antenna. More precisely, the number of 1’s
entries in each row ofΨ defines the number of symbols combined into each transmit antenna. Observe that the first
and second rows (associated with the first layer) have only one non-zero entry, which indicates that each antenna
transmits only one symbol at a time. The third row contains three non-zero entries, meaning that three symbols are
simultaneously transmitted by the third antenna. Now, let us look at the structure ofΦ. Again, we can identify two
diagonal blocks in this matrix. Its number of rows corresponds to the total number of multiplexed data streams. Each
row of Φ defines thespatial spreading factorassociated with each data-stream. Its first row has two non-zero entries,
which means that the first data-stream is spread over the firsttwo transmit antennae. The three other rows have only
one non-zero entry, which indicates that the other data-streams are transmitted each by one transmit antenna, i.e., they
are not spread in the spatial domain. The chosen spreading-multiplexing configuration can be verified in the following
way:

ΨΦT =




1 0 0 0
1 0 0 0
0 1 1 1


 ∈ C

M ′
T×K′

.

This matrix product reveals the spreadingversusmultiplexing pattern. Reading this matrix product for a fixed row,
one can check for the number of data-streams multiplexed at agiven antenna by counting the number of 1’s entries in
that row. On the other hand, by reading the matrix for a fixed column, one can check for the number of antennae over
which a given data-stream is spread.

Tensor-based blind detection

We present a blind multiantenna receiver for a joint detection/decoding of theQ transmitted signals. In this context,
the ALS algorithm consists in fitting the constrained Block-PARAFAC model (3.58) in a Least Squares (LS) sense, by
alternating between the estimations ofH andS. Note that the knowledge of the multiplexing structure at the receiver
allows us to skip the estimation step ofW, as well as it helps us to achieve the global minimum faster (within 10-15
iterations).
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Scheme 1Scheme 2Scheme 3
(M (1), R(1)) (1,4) (1,2) (1,1)
(M (2), R(2)) (2,1) (2,1) (2,1)

Table 3.2. Spreading and multiplexing parameters for the three TSTM schemes withQ = 2 layers.

The results are shown in terms of the average Bit-Error-Rate(BER) versus the SNR per bit. We considerM ′
T = 3,

MR = 2, N = 10, Q = 2 transmission layers withM (1)
T = 2 andM (2)

T = 1. The code length is set toP =

R(1)M
(1)
T +R(2)M

(2)
T , in order to achieve full diversity. We compare the performance of three different TSTM schemes

with different numberR(q) of multiplexed sub-sequences per layer. Table 3.2 summarizes the transmit parameters for
the three schemes. Each plotted BER curve is the average over1000 independent Monte Carlo runs. 8-Phase Shift
Keying (PSK) modulation is assumed. The bit-rate of each scheme is also a performance metric, since it is a measure
of the overall spectral efficiency. For theq-th layer, the bit-rate is given byR

(q)

P log2(µ) bits/channel use, whereµ is
the modulation cardinality.

According to Fig. 3.9, the BER performance of layer 2 is better than that of layer 1 for all the schemes. This is
due to the fact that layer 2 spreads each sequence over two transmit antennae achieving a higher diversity gain, while
layer 1 has a single antenna and no space spreading exists. Moreover, it can be seen that all the schemes achieve quite
similar performance, but with different bit-rate distribution over the two layers. For first scheme, layer 1 achieves a
bit-rate of 2 bits/channel use, which is four times that of layer 2. Note that the bit-rate ratio between the two layers
decreases in the second scheme (layer 1 has twice the bit-rate of layer 2). In the third scheme both layers have the
same bit-rate. The bit-rate values are summarized in the legend of Fig. 3.9. We call attention to the fact that constrained
Block-PARAFAC modeling for multiantenna coding affords a variable bit-rate balance over different layers. This is
particularly useful in multi-user (point-to-multipoint)downlink transmissions, where each layer is associated with a
given user, but users have different diversity-rate requirements. Hence, the constrained Block-PARAFAC modeling
approach adds some flexibility to the design of multiantennacoding schemes in a multi-user scenario.
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Fig. 3.9. Comparison of different TSTM schemes with ALS-based blind detection.

3.3.3 Estimation of wireless channel parameters

The issue of parametric multipath channel estimation has been exploited in several works [40, 41, 42]. Most of the
approaches are based on subspace methods, which exploit shift-invariance properties and/or the knowledge of the
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pulse shape function. Simultaneous estimation of angles ofarrival and delays benefits from the fact that paths ampli-
tudes are fastly-varying while angles and delays are slowly-varying over multiple transmission blocks or time-slots.
In [40, 41, 42], the angles and delays are blindly-estimatedusing a collection of previous estimates of the space-time
channel impulse response. As in [41, 42], the linear-phase variation property of the frequency domain transformed ver-
sion of the known pulse shape function is exploited. Training-sequence-based space-time channel estimation methods
exploiting the multislot invariance of angles and delays have been proposed recently in [49]. This problem can also be
addressed using the PARAFAC decomposition, which exploitsthe fact that the variation of multipath amplitudes over
multiple time-slots is faster than that of angles and delays. A PARAFAC model arises thanks to the use of a training
sequence which is periodically extended over multiple time-slots that are jointly processed at the receiver.

We consider a wireless communication system in which a digital signal is transmitted in a specular multipath
environment. The receiver is equipped with an array ofM antennae spaced half wavelength or closer. We focus on
the case of a single-user transmission. The transmitted information symbols are organized intoJ blocks or time-
slots. Assume that the time-slots are sufficiently short so that the channel fading can be regarded as stationary over
a time-interval necessary for the transmission of a whole time-slot and it varies independently from slot to slot. This
is typically the case of Time Division Multiple Access (TDMA)-based systems [49]. We assume that the considered
system is training-sequence-based, with the particular characteristic that it consists in reusing the training sequence:
A known training sequence ofN symbols is periodically extended over multiple time-slotsthat are jointly processed
at the receiver. The idea of processing multiple time-slots, based on training sequence reuse is also known asmultislot
processing.

The multipath channel model can be interpreted using the PARAFAC formalism. Let us write the slot-dependent
space-time channel response in a scalar form as follows:

hm,j,k =

L∑

l=1

am,lβj,lgk,l. (3.61)

hm,j,k is interpreted here as the(m, j, k)-th element of a three-way array or third-ordertensorH ∈ CM×J×K . Note
thatam,l = [A(θ)]m,l, gk,l = [G(τ )]k,l andβj,l = [B]j,l, whereB ∈ C

J×L collects the fading amplitudes for all the
slots. The three dimensions of the tensorH arespace, slotandtime. It is also possible to represent (3.61) as a function
of matricesA = A(θ), B andG = G(τ ). The space-time channel associated with thej-th slot can be regarded as
thej-th matrix slice of the tensorH, which is obtained by slicing the tensor along theslot dimension:

H· j · = ADj(B)GT , j = 1, . . . , J. (3.62)

DefiningH2 =
[
HT

· 1 ·, . . . ,H
T
· J ·
]T ∈ CMJ×K as a matrix collecting theJ slices of the space-time channel, we get:

H2 = (B ⋄A)GT . (3.63)

Let {s(n)}Nn=1 be the known training sequence. During the training period,the received baseband discrete-time
signal impinging the antenna array at then-th symbol period for thej-th slot,xj(n) = [x1,j(n), . . . , xM,j(n)]T ∈ CM

can be written as the convolution of the training sequence and thej-th channel response:

xj(n) =

K−1∑

k=0

hj(kT )s(n− k) + vj(n), (3.64)

whereT is the symbol period andvj(n) is the additive noise, which is assumed to be Gaussian with varianceσ2
v ,

irrespective of the slot. The temporal support of the channel impulse response is(0,KT ]. A matrix model for the
received signal can be obtained from (3.64):

X·j· = H·j·S
T + V·j·, (3.65)

whereX·j· = [xj(0), . . . ,xj(N − 1)] ∈ CM×N , H·j· = [hj(0), . . . ,hj(K − 1)T ] ∈ CM×K , S is a Toeplitz matrix
formed from the training sequence,[S ]n,k = s(n− k), andV·j· = [vj(0), . . . ,vj(N − 1)] ∈ C

M×N . By stacking of
X·1·, . . . ,X·J· column-wise and using (3.63) we can express the received signal as:

X2 =




X· 1 ·
...

X· J ·


 = (B ⋄A)(SG)T + V2. (3.66)
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We assume that the received signal is sampled with a factorP equal or above the Nyquist rate, and that a Discrete
Fourier Transform (DFT) is applied to the received signal ateach receiver antenna. Under these assumptions, the
DFT-transformed received signal matrix, denoted byX̆2, can be approximated by [41]:

X̆2 = (B ⋄A)CT + V̆2 (3.67)

whereC = SG0F ∈ CN×L, F is a Vandermonde matrix given by

F =




1 · · · 1
φ1 · · · φL
...

...

φ
(K−1)
1 · · · φ(K−1)

L




φl = e−j(2π/K)τl , l = 1, . . . , L, (3.68)

andG0 = Diag(ğ0), with ğ0 = DFT (g) ∈ CKP containing the DFT samples of the known pulse-shape function
g = [g(0)g

(
1
P

)
· · · g

(
K − 1− 1

P

)
]. Note that the same information contained in (3.67) can alsobe rearranged as

X̆3 = (A ⋄C)BT + V̆3 ∈ CNM×J or asX̆1 = (C ⋄B)AT + V̆1 ∈ CJN×M , by analogy with (3.21).
In the present context, we make the following assumptions concerning the multipath channel structure; i) the

array manifold is known and the multipath signals arrive at the array at distinct angles; ii) the multipaths undergo
independent fading and vary independently from slot to slotand iii) the multipaths have distinct propagation delays
to the receiver. Under these assumptions, the maximum number of multipaths that can be estimated is given by the
following equation:

min(M,L) + min(J, L) ≥ L+ 2. (3.69)

By studying the condition (3.69), we can distinguish two cases:

1. If J ≥ L thenM ≥ 2 receiver antennae are sufficient for estimating angle, delay and amplitudes of theL
multipaths.

2. If M ≥ L thenJ ≥ 2 slots are sufficient for estimating the set of multipath parameters.

PARAFAC-based estimator

The receiver algorithm for the joint estimation of angles, delays and amplitudes of the multipaths fully exploits the
trilinear structure of the multipath channel model. It is based on the classical alternating least squares (ALS) algorithm
for estimating the matricesA, B andC from matricesX̆i=1,2,3 in presence of additive Gaussian noise. After ALS
convergence,a priori knowledge of the Vandermonde structure ofA andF are exploited to eliminate the scaling
ambiguity of the ALS estimation process.

The performance of the PARAFAC-based multipath parameter estimator is evaluated through computer simu-
lations. The training sequence to be used over theJ slots is randomly generated at each run, following a normal
distribution with unity variance. The pulse shape functionis a raised cosine with roll-off factor0.35. The temporal
support of the channel isK = 5. A multipath scenario withL = 3 paths is assumed. The angles of arrival and time
delays are{θ1, θ2, θ3} = {−10◦, 0, 20◦} and{τ1, τ2, τ3} = {0, 1.1T, 2T }. The paths are assumed to have the same
average power. The results are averaged over 100 Monte Carloruns. For each run, multipath fading amplitudes for
theJ time-slots are redrawn from an i.i.d. Rayleigh generator. Random initialization is used. If convergence is not
achieved within 100 iterations, we re-start the algorithm from a different initialization. It has been observed that con-
vergence is achieved within 20-30 iterations in most of the runs. The Root Mean Square Error (RMSE) between the
estimated and true matrices is used here as the evaluation metric for the estimator performance.

Figure 3.10 depicts the RMSE versus SNR for the estimation ofthe array (angle) and pulse shape (delay) responses,
consideringM = 2 antennae andN = 8 training samples. The results are shown forJ = 5 and10 time-slots. It is seen
that the proposed estimator exhibits a linear decrease in its RMSE as SNR increases. This is valid for both angle and
delay RMSE. The performance gap between angle and delay estimation is due to the fact that the raised cosine pulse
shape function is not bandlimited, which leads to some delayestimation bias. As expected, the estimator performance
improves as the number of time-slots processed increases. Although not displayed in the figure, the RMSE results for
the fading amplitudes are very close to those for the delay responses. Note that these performance results are achieved
with fewer antennae than multipaths and with a very short training sequence, which is interesting characteristic of the
proposed PARAFAC-based estimator.
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Fig. 3.10.RMSE versus SNR results.

Generalization to MIMO channels

For time-slotted MIMO systems, a “block-fading” MIMO channel model can be considered, where fading is assumed
to be constant within each time-slot and changes independently from slot to slot. Different approaches for estimating
MIMO channels have been recently proposed in [50, 51, 52, 53,54]. The block-fading MIMO channel can alterna-
tively be formulated as fourth-order PARAFAC tensor model,which can be exploited for estimating the angles of
arrival/departure, delays and fading gains.

Let us consider a MIMO antenna system withMT transmit andMR receive antennae, which are closely spaced to
each other, so that the far-field approximation holds. The scattering environment is such that there areL dominant paths
linking the transmitter to the receiver, associated with different clusters of scatterers. Each path is characterizedby an
Angle Of Departure (AOD)φl, an Angle Of Arrival (AOA)θl, a relative propagation delayτl and a slot-dependent
fading gainβj,l for thej-th slot,j = 1, . . . , J . The fading on theL paths is uncorrelated andslot-wiseindependent
(block-fading assumption). The finite support of the channel impulse response is equal toK symbol periods. The array
response matrices collecting theL path contributions are defined as

A(R)(θ) = [a(R)(θ1) · · ·a(R)(θL)] ∈ C
MR×L, A(T )(φ) = [a(T )(φ1) · · ·a(T )(φL)] ∈ C

MT×L.

A matrix collectingL delayed pulse shape responses is defined asG(τ ) = [g(τ1) · · ·g(τL)] ∈ CK×L and a matrix
assembling the path fading gains during theJ slots is denoted byB = [b1 · · ·bL] ∈ CJ×L.

The length-N training sequence associated with themT -th transmit antenna is represented by a vectorsmT =
[smT (1) · · · smT (N)]T . We call attention to the fact that theMT vectors{s1, . . . , sMT

} are assumed to be linearly
independent but they are not necessarily constrained to be orthogonal. We also defineS = [T (s1) · · ·T (sMT

)] ∈
C
N×MTK as a block-Toeplitz matrix concatenatingMT Toeplitz matrices.

The MIMO channel is a fourth-order tensorH ∈ CMR×MT×K×J with typical elementhmR,mT ,k,j , and following
a PARAFAC model. As a result, the collection of the multislotreceived signal over theJ training periods can be
modeled as a third-order tensorX ∈ CMR×N×J with typical elementxmR, n, j , also following a PARAFAC model.
The PARAFAC model for the channel and the received signal aregiven by

hmR,mT ,k,j =

L∑

l=1

a(R)
mR(θl)βj, la

(T )
mT (φl)gk(−τl), xmR, n, j =

MT∑

mT=1

K∑

k=1

hmR,mT ,k,j sn,mT , k + vmR, n,j ,

(3.70)with a(R)
mR(θl) = [A(R)(θ)]mR,l, a

(T )
mT (φl) = [A(T )(φ)]mT ,l, gk(−τl) = g(k − 1 − τl) = [G(τ )]k,l, βj, l = [B]j,l,

sn,mT , k = [S]n,(mT−1)K+k, andvmR, n,j represents the additive white Gaussian noise, andT is the symbol period.
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Let us define an unfolded matrix representationH ∈ CJMR×MTK for the channel tensorH in the following
manner:

[H](j−1)MR+mR,(mT−1)K+k = hmR,mT ,k,j .

For simplifying the notation, let us callA(R) = A(R)(θ), A(T ) = A(T )(φ). andG = G(τ ). It can be shown thatH
can be factored as a function of the MIMO channel parameters:

H = (B ⋄A(R))(A(T ) ⋄G)T = (B ⋄A(R))TT , T = (A(T ) ⋄G) ∈ C
MTK×L. (3.71)

At each receive antenna, we collectN samples of the received data during the training period of theJ slots in a matrix
X2 ∈ CJMR×N , defined as[X2](j−1)MR+mR,n = xmR, n, j . Taking the definitions (3.71) into account,X2 can be
expressed as:

X2 = HST = (B ⋄A(R))CT , C = ST ∈ C
N×L. (3.72)

X2 is an unfolded matrix of the received signal tensorX defined in (3.70), which follows a third-order PARAFAC
model. The two other unfolded matrices of the received signal tensor are given byX3 = (A(R) ⋄ C)BT + V3

∈ CNMR×J andX1 = (C ⋄B)A(R)T + V1 ∈ CJN×MR , following (3.21).
According to the identifiability results of the PARAFAC model, the identifiability ofA(R), B, andC is linked to

the concept ofk-rank of these matrices [14]. In our context, a sufficient condition for identifying the MIMO multipath
parameters based on (3.72) can be obtained by recalling useful results on thek-rank of matrices having Vandermonde
and Khatri-Rao product structures (see [15], Lemmas 1 and 2). Assuming thatS ∈ CN×MTK is tall and full rank, a
sufficient identifiability condition is

kA(R) + kB +min(kA(T ) + kG − 1, L) ≥ 2(L+ 1).

From the block-fading assumption and assuming distinct AOAs, AODs and delays, the following condition is sufficient
for identifiability:

min(MR, L) +min(J, L) +min(MT +K − 1, L) ≥ 2(L+ 1). (3.73)
Column permutation is not relevant to the context of this problem, and the scaling ambiguity can be eliminated by
exploiting prior knowledge of the space-time manifold structure (i.e., array responses and pulse shape function). The
estimation of the MIMO multipath parameters is done in two-stages. The first one is blind, and is based on the ALS
algorithm.The second one makes use of the training sequenceto estimateT = (A(T ) ⋄G) in the LS sense by solving
equationC = ST, i.e.,T̂ = S†Ĉ(conv). Separated estimations of the other MIMO channel parameters Â(T ) andĜ

can be obtained by exploiting the Vandermonde structure ofA(R)T and the double Khatri-Rao structure of the MIMO
channel defined in (3.71).

Figure 3.11 depicts the estimation performance forA(T ), A(R) andG, averaged over theL paths and over 50
independent runs. The RMSE for the overall estimated MIMO channelĤ is also shown. We have assumedMT = 3,
MR = 2, L = 3, and a raised cosine function with excess bandwidth 0.35 andK = 4. The considered multipath
parameters are shown in the figure. Pseudo-random training sequences ofN = 18 symbols were used overJ = 5
slots. Note that the multipath parameters and the overall MIMO channel are estimated with good accuracy, and the
RMSE exhibits an almost linear decrease as a function of the SNR.

3.4 Summary

Several phenomena in wireless communication systems, which are related to the transmitter, channel and/or receiver,
can be modeled using the tensor formalism, although this is not always realized or exploited. Modeling this kind of sys-
tems using tensor decompositions or multidimensional arrays, allows one to simultaneously exploit the multiple forms
of signal diversity for information recovery purposes, by allowing the use of blind processing techniques in problems
of signal separation, channel estimation and equalization, among others. These are the main benefits of interpreting
wireless communication signals as tensors instead of matrices. We have made a survey on tensor decompositions and
some of its applications in signal processing for wireless communication systems. The chapter has first provided a
theoretical background on tensor decompositions and then,some signal processing applications were studied with
focus on recent results. We have shown that the constrained Block-PARAFAC decomposition can be used for unifying
the tensor modeling of oversampled, DS/CDMA and OFDM systems, for performing blind multiuser equalization, as
well as for the design of multiantenna coding techniques. The chapter has also applied the PARAFAC decomposition
for the estimation of wireless channel parameters.
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Fig. 3.11. RMSE performance of the PARAFAC-ALS estimator.
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4.1 Introduction

Power control is an essential tool in radio resource management. The transmission power affects the signal quality
and the amount of interference in the co-channel links in a wireless system. Then, it is necessary to control the
transmitted power so that the received power is the necessary minimum power in order to satisfy the quality of the
communication and, at the same time, to prevent the generation of unnecessary interference. Moreover, Power control
is essential concerning energy efficiency, since communications nodes using low power levels means longer lifetime
of batteries for mobile terminals and more energy resourcesavailable for central nodes as base stations in cellular
systems. Therefore, Power control serves both to manage theamount of interference in the system and to rationalize
the use of energy resources, increasing the system capacity. The importance of this technique can be attested by the fact
that it was standardized in third generation wireless systems and therefore requires special attention. Power control
is a much researched subject. However, few works compile in asystematic way the different fronts of research in
this area. Therefore, through this tutorial, we intend to provide a survey about the many facets of Power control for
wireless systems. This work is organized as follows. Firstly, we present some basic definitions and the model which
describes the problem and its variables in a general framework. After that, a classification of the algorithms according
to the type of communication infra-structure available is given. A detailed description of the main algorithms from
the literature is provided. In addition, some recent improvements on such algorithms are presented. Convergence and
practical aspects are also discussed. Moreover, advanced topics such as the application of Game Theory and prediction
techniques to Power control are exposed. Finally, we present the conclusions of this work.

4.2 Models and Basic Definitions

Propagation Channel

The propagation channel is the physics medium which holds the propagation of the electromagnetic wave between
communication antennas. When a wave travels through a propagation channel, the transmitted signal is affected by a
power gaing. That is, if the transmitter emits a signal with powerpt, the received signal by the receiver will have a
power given by:

pr = pt · g (4.1)

In wireless communications, most channel models assume that the power gaing depends on three propagation ef-
fects: path loss, shadowing and short-term fading. The power gain is then composed by the multiplicative superposition
of each of these effects. These three effects are better explained in the next subsections.

Path Loss

The transmitted power is attenuated by a distance-dependent factor called path loss(PL). One of the simplest path
loss models is the free space loss. In this case, the receivedpowerpr is proportional to1/d2 (Square Inverse Law) [1].
For the non-free space case, path loss is usually assumed proportional to1/dn [2], wheren is the so-called path-loss
exponent which indicates the rate in which the path loss increases with the distanced. That is, the highern, more
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attenuating is the propagation channel. Typical values ofn vary from 2 to 6 [2]. It is important to emphasize thatn
depends on environment (for instance, urban, rural, micro-cellular, height of the constructions) and frequency.

There are various other more complex and precise path-loss models. They may be empirical (e.g. Okumura-Hata
[3] and [4]), semi-empirical (e.g. Cost-231 [5]) or deterministic, such as the ones based on ray-tracing [6]. However,
for a given set of fixed transmission and system parameters, path loss is ultimately a function of distance. For the
purpose of this tutorial, we assume the simple path loss model:

PL(d) = Kd−n (4.2)

whereK represents the perceived path loss at the reference distance ofd = 1, which takes into account also all specific
transmission and systems parameters.

Shadowing

Consider a transmitter and the circumference of radiusd with the transmitter in its center. The path lossPL for
all points of the circumference is the same, however power gains g are different. Such phenomenon occurs due to
shadowing. Shadowing provokes variations in the power gainaround its mean (given by the path loss). In cellular
systems, shadowing can be modeled as a log-normal random variable [2].

Among the main causes of shadowing, we can cite obstruction of the radio signals due to the large obstacles. The
scale of the signal variation due to shadowing is therefore on the order of tens to hundreds of wavelengths, considering
the 1-2GHz frequency band usually employed in cellular systems. For such, shadowing is also known as large-scale
fading [2].

Short-term Fading

Short-term fading is related to fast fluctuations in the amplitude of a radio signal in a short time period or in short
covered distance [2]. Its main cause is the propagation in different paths of several replicas of the transmitted signal
(multi-paths). These replicas arrive in the receiver in slightly distinct instants and with random amplitude and phase.
This occurs due to reflection and scattering of the signal during its propagation. The reflections occur when the wave
reaches objects with dimension larger than the wavelength of the signal. On the other hand, the scattering occurs when
the obstacles have the same order of magnitude of the wavelength.

When several replicas of the signal arrive in the receiver, their different phases add both constructively and de-
structively, generating, fast fluctuations on the amplitude of the received signal.

Another factor which influences the short-term fading is thespeed of the Mobile Station (MS) as well as of the
objects around it in the propagation environment. Since fading is a spatial phenomenon, the faster the MS moves, the
faster it perceives the signal variations in time.

Quality of the Signal

In cellular systems, adjacent cells are grouped into clusters of a suitable numberM of cells, as seen in figure 1(a) for
M = 3. The entire set of available channels in the frequency pool of the system is divided intoM subsets of channels,
and each subset is allocated to a cell in the cluster. This pattern is replicated over all clusters generating a concept called
frequency reuse. Cells with the same subset of channels are called co-channel cells and cause co-channel interference,
as conform illustrated in figure 1(b).

Therefore, due to the frequency reuse in the cellular systems, the propagation channels are subject to co-channel
interference. The interference level affects the quality of the received signal. This influence can be measured through
the Signal-to-Interference-plus-Noise Ratio (SINR). TheSINR in theith link is defined as:

γi =
gii · pi
Ii

, (4.3)

wheregii, pi andIi are the power gain, transmission power and the co-channel interference plus noise in theith link,
respectively. In turn, the co-channel interference plus noise in theith link is given by:

Ii =

M∑

j 6=i
gij · pj + νi (4.4)



4 Power Control for Wireless Networks 85

(a) Frequency reuse.
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Fig. 4.1.Co-channel interference generated by the frequency reuse.

whereM is the number of co-channels links andgij are the power gains between the Mobile Stations (MS) and the
Base Stations (BS) of different links andνi is the noise power relative toith link. In some cases, the noise power is
neglected, therefore, in this case we have a SIR (Signal-to-Interference Ratio).

It is obvious that the received signal quality depends on both the power gain and the level of co-channel interfer-
ence. Power control is one of the techniques of Radio Resource Management which aims to control the quality of the
signal. The values of power gains and interference serve as inputs for the formulation of algorithms, as it will be seen
in further sections.

Classification of Power Control Algorithms

The power control algorithms presented in the next sectionscan be employed both in the forward link (BS to MS)
and reverse link (MS to BS). They can be classified as centralized, distributed (decentralized) or semi-distributed
algorithms. In centralized scheme, a centralized controller has all information about the established connections and
power gains, and controls all the transmitted powers in the network [7]. Centralized power control requires extensive
control signaling in the network and cannot be applied in practice. It can be used to give bounds on the performance
of the decentralized algorithms. In a distributed algorithm, several decentralized controllers control only the power of
one single transmitter, and the algorithm depends only on local information, such as measured the SINR or power gain
of the specific user. Finally, in a semi-distributed algorithm, a compromise between the two first approaches is used,
that is, control signaling among some controllers is allowed.

4.3 Centralized Power Control

The classical centralized power control algorithm was proposed in [8] by Zander. This algorithm assumes null noise
power and therefore we consider SIRs instead of SINRs. Zander’s algorithm has the objective of maximizing the
minimum SIR of all co-channel links. It is possible to show that doing this is equivalent to balancing (equalizing)
all SIRs of the co-channels links while maximizing this balanced SIR. This algorithm is centralized in the sense that
in every moment a centralized controller has access to the entire power gain matrix and may instantaneously control
all transmitted powers of the co-channel users. Therefore,the point is to find the maximum balanced SIR and the
correspondent powers. In [8] this problem was solved through an inequality system and using the Perron-Frobenius
Theorem [9] (see Theorem 1 below). In the following, we explain the development of the Zander algorithm.

The SIR of theith link can be expressed by:

γi =
pi∑M

j=1
gij
gii
· pj − pi

=
pi∑M

j=i zij · pj − pi
, (4.5)

wherezji =
gij
gii

. Let γmin be the lowest SIR of all co-channel links. Therefore, for each link i, we have:
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pi∑M
j=i zij · pj − pi

≥ γmin, (4.6)

In the matrix form, this set of inequalities can be expressedas:

1 + γmin
γmin

p ≥ Zp, (4.7)

wherep = [pi]i=1,...,M andZ = [zij ]i,j=1,...,M are the power vector and the normalized link matrix, respectively. The
objective is to determine a positive power vector so that theinequality (4.7) is satisfied andγmin is maximized. The
Perron-Frobenius Theorem is used to solve these problems concerning matrix inequalities. In the following, we state
this theorem.

Theorem 1.Given a nonnegative irreducible matrixA, then:

• A has exactly one real positive eigenvalueλ∗ for which the corresponding eigenvector is positive;
• The minimum realλ such that the inequalityλ · b ≥ Ab which has solutions forb > 0 is λ = λ∗;
• The maximum realλ such that the inequalityλ · b ≤ Ab which has solutions forb > 0 is λ = λ∗.

Equation (4.7) has the same form thanλ · b ≥ Ab, where:

λ =
1 + γmin
γmin

, (4.8)

A = Z and b = p. (4.9)

A maximum value ofγmin corresponds to a minimum value ofλ. Therefore, according to the theorem, this value is
λ∗ and the power vector is the corresponding eigenvector of thematrixZ. Equation (4.8) can be rewritten substituting
the minimum valueλ∗:

γmin =
1

λ∗ − 1
(4.10)

Therefore equation (4.13) gives the maximum value of theγmin. However, what can we say about the other SIRs?
Let’s focus on theγmax. For all links we can write:

pi∑M
j=i zij · pj − pi

≤ γmax. (4.11)

In the matrix form, we have:

1 + γmax
γmax

p ≤ Zp. (4.12)

According to Perron-Frobenius theorem (item 3), the solution correspondent toλ∗ andp∗ yields a maximum value
of 1+γmax

γmax
which corresponds to a minimum value ofγmax and this value is also given by:

γmax =
1

λ∗ − 1
. (4.13)

As the solution given by eigenvector relative to eigenvalueλ of the matrixZ yields in the same value forγmin and
γmax, we conclude that the choice of this power vector also balances the SIR of all co-channel links, while maximizing
the minimum SIR.

4.4 Distributed Power Control

4.4.1 Signal-Level-Based Power Control

The Signal-Level-Based algorithm was proposed in [10]. This algorithm adjusts the transmission powerpi(t) accord-
ing to the power gain of the correspondent linkgii. It does not take into account measurements of the SINR. Therefore,
the algorithm can be expressed by a function ofgii in decibels:

pi,dB = f(gii,dB) (4.14)



4 Power Control for Wireless Networks 87

wherepi,dB = 10log10(pi) andgii,dB = 10log10(gii).
The principle of the algorithm is originated from the minimization process of the outage probability. The used

minimization criterion is the Variance Minimum of the SINR.The outage probability is defined as the probability in
which the SINR is below a thresholdγ0:

Prob[outage] = Prob[γ < γ0] (4.15)

Assuming that the average value of the SINR remains constant, a decreasing of the SINR variance will correspond
to a decreasing of the outage probability of the system. Thisfact is explained qualitatively in figure 4.2. We can see
that for two Probability Density Functions (PDFs) of the SINR, with same means and different standard deviations,
σ1 eσ2, whereσ1 < σ2, the PDF with lower standard deviation has lower outage probability. Therefore, the function
f(gii,dB) in the equation (4.14) should be chosen so that the variance of the SINR is minimized. In [10], a function
f(gii,dB) was determined which minimizes the variance of the SINR for the case of two co-channel links. Using
variational analysis, the functionf(gii,dB) which minimizes the variance of the SINR in dB is a linear function:

pi,dB = α · gii,dB + τ (4.16)

whereα andτ are constants. The constantα needs to be optimized, whileτ depends on parameters of the system as
the cell radio. In [10], it was shown that the optimum valueα is 1

2 .

2 4 6 8 10 12 14

0,0

0,1

0,2

0,3

0,4

0,5

Prob[SINR<SINR0]

SINR
0

SINR

P
D

F
of

th
e

S
IN

R

σ1 < σ2

(a) Standard deviationσ1.

2 4 6 8 10 12 14
0,0

0,1

0,2

0,3

0,4

Prob{SINR<SINR0}

SINR
0

SINR

P
D

F
of

th
e

S
IN

R

σ1 < σ2

(b) Standard deviationσ2.

Fig. 4.2.A reduction of the SINR variance generates a reduction of theoutage probability of the system.

4.4.2 Distributed Balancing Algorithm

Measuring all power gains, in real time, in a cellular systemis impracticable, due to the signaling overheads. There-
fore, a centralized power control is not desirable. Instead, we are interested in algorithms which make the power
control the most independently possible of the power gains of other co-channel links. In a distributed implementation,
the algorithm works only based on measurements of its own link. The algorithm assumes an iterative rule, unlike the
centralized version, whose solution is given instantaneously, once the entire link matrix is known. In [11], Zander pro-
posed a distributed version for his centralized algorithm,previously presented in section 4.3. The Zander’s Distributed
Power Control Algorithm is given by following iterative equation:

pi(k + 1) = ξpi(k)

(
1 +

1

γi(k)

)
(4.17)

whereξ is a positive constant of proportionality which must be chosen adequately. This algorithm can be initialized
with any positive vectorp(0). This algorithm can be considered a distributed version of the centralized algorithm
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presented in section 4.3, because the SIRs converge to the same value given by the normalized link matrix, repeated
here for convenience:

γ =
1

λ∗ − 1
(4.18)

The power vector converges to a multiple of the eigenvector correspondent toλ∗. An important problem is that the
powers are all increasing, since that the terms in equation (4.17) are positive. For the convergence of the SIRs this is
not a problem, but in practical terms the powers must be kept in a limited level. The factorξ can be used to avoid the
power increasing by adjusting it in each iterationk according to:

ξ(k) =
1

|p(k)| (4.19)

where|p(k)| is the norm of the power vectorp(k).
However, one can notice that the use of equation (4.21) implies a loss of decentralization, because it would be

necessary to have the signalization of the values of power ineach co-channel link in order to calculate|p(k)|.

4.4.3 Distributed Power Control Algorithm

Grandhi proposed in [12] an iterative algorithm similar to Zander’s Distributed Power Control Algorithm, presented
in section 4.4.2. Grandhi’s algorithm can be expressed by:

pi(k + 1) = ε
pi(k)

γi(k)
(4.20)

whereε is a positive constant of proportionality. The SIRs also converge for the value given by equation (4.18). The
same problem concerning the convergence of the powers exists and can be solved through the adjustment of the factor
ε:

ε(k) =
1

max(p(k))
(4.21)

wheremax(p(k)) is the largest element of the power vectorp(k). The adjustment ofε would also require some
coordination among the co-channel links and therefore, it would not be a completely distributed algorithm.

4.4.4 Autonomous SINR Balancing Algorithm

The algorithms presented so far are only based SIR (null noise power) and therefore are idealized algorithms. The
Autonomous SINR Balancing Algorithm, proposed in [13] is designed to work in the presence of noise. It is originated
from a differential equation, whose interpretation is the balancing of the SINRs in each link:

γ′i(t) = −β[γi(t)− γt] (4.22)

whereγt is the target SINR,γ′i(t) is the derivative ofγi(t) with respect to time andβ is a positive proportionality
constant. According to the differential dynamics, the SINRevolves so that the SINR converges to the target SINR by
a proportional amount to the offset between both. Therefore, this dynamics cannot stop unlessγi(t) = γt. Different
from the algorithms based on SIR whose resulting balanced SIR is dependent on the propagation conditions (link
matrix), the Autonomous SINR Balancing Algorithm will makethe SINRs converge to a pre-specificγt, sinceγt is
feasible. This aspect is approached in section 4.5.

Substituting equation (4.3) in equation (4.22), we have:

[
gi(t) · pi(t)

Ii(t)

]′
= −β[γi(t)− γt] (4.23)

In a distributed implementation, the BS or MS can control only its own transmission powerpi(t). The interfer-
enceIi(t) and the power gaingi(t) cannot be controlled. Therefore, considering only the temporal variation of the
transmission powerpi(t) in equation (4.23), we have:
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gi(t)

Ii(t)
· p′i(t) = −β[γi(t)− γt]⇒ (4.24)

p′i(t) = − Ii(t)
gi(t)

· β[γi(t)− γt] (4.25)

Transforming the equation (4.25), in a difference equation, we obtain:

pi(k + 1)− pi(k) = −β · Ii(k) · γi(k)
gi(k)

+ β · γt · Ii(k)
gi(k)

(4.26)

wherepi(k), gi(k), Ii(k) andγi(k) are the transmission power, the power gain, the interference and the SINR in the
iterationk, respectively.

SubstitutingIi(k)·γi(k)gi(k)
by pi(k) and Ii(k)

gi(k)
by pi(k)

γi(k)
and recombining the terms, we have finally the Autonomous

SINR Balancing algorithm:

pi(k + 1) = pi(k)

[
1− β + β · γt

γi(k)

]
(4.27)

4.4.5 Unconstrained Second-Order Power Control Algorithm

The iterative algorithms proposed so far are classified as first-order algorithms in the sense that they depend on power
levels of the current iteration in order to calculate the next power level. In [14], a second-order algorithm was proposed
whose advantage is to produce gains in the convergence speedto the target SINR. Besides the current power, it requires
the previous power level. This algorithm, called Unconstrained Second-Order Power Control (USOPC), is expressed
by:

pi(k + 1) = ω
γt
γ(k)

pi(k) + (1 − ω)pi(k − 1), (4.28)

whereω is the relaxation factor which must be chosen appropriatelybetween 1 and 2. Of course, in this algorithm
two initial power levels must be selected. In order to do thispi(0) can be made arbitrary whilepi(1) is calculated
doingω = 1 in this iteration. Note that, whenω = 1, this algorithm is identical to the Autonomous SINR Balancing
Algorithm with β = 1.

In order to improve the convergence, the relaxation factor can be updated in each iteration. In the simulations of
[14], this new version of USOPC uses a non-stationary relaxation factor given by:

w(k) = 1 +
1

1.5k
, (4.29)

Observe that whenn increases,w(k) tends to 1 and, therefore this algorithm behaves similarly to Autonomous
SINR Balancing Algorithm withβ = 1, along the iterations. Its main objective is to accelerate the converge speed of
the power control.

4.4.6 Up-Down Algorithm

A very simple power control algorithm is the up-down algorithm also known as the fixed-step power control algorithm.
At each iteration, this algorithm adjusts the transmitted power upwards or downwards by one step or keeps the power
constant. The choice of this action is done based on the comparison between the actual SINR and a target SINRγt.
The algorithm will attempt to reach a target SINRγt. Mathematically we can describe the algorithm in decibel (dB)
scale as:

pi(k + 1) =




pi(k) + δ [dB] if γi < γt − δ;
pi(k)− δ [dB] if γi > γt + δ;
pi(k) [dB] otherwise.

(4.30)

It can be shown that the algorithm converges once it exists a feasible solution. Practical systems such as
UMTS/WCDMA (Universal Mobile Telecommunication System/Wideband Code Division Multiple Access) use this
algorithm withδ = 1 dB [15].
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4.5 Feasibility and Convergence Aspects

In this section, we choose the Autonomous SINR Balancing Algorithm in order to explain some aspects concerning
feasibility and convergence of the distributed power control.

By using the Autonomous SINR Balancing Algorithm, two questions arise. The Autonomous SINR Balancing
Algorithm will get to balance the system for any target SINRγt? Which value ofβ yields a higher convergence
speed?

It is possible to show that the convergence speed is maximized whenβ = 1 [13]. Therefore, substitutingβ = 1 in
equation (4.27), the Autonomous SINR Balancing Algorithm becomes:

p(k + 1) = p(k) · ρt
ρ(k)

(4.31)

Let us demonstrate the optimality ofβ = 1 and to establish criteria of feasibility of the power control for the case of
two co-channel links, as shown in figure 4.3. The direction ofcommunication is the reverse link, but the demonstration
for the forward link is analogous.

g11

g12

g22

g21

BS1 BS2

MS1 MS2

Fig. 4.3.Model for two co-channel links.

Firstly, let us establish a necessary and sufficient condition to check if a given target SINR is feasible. A target
SINRγt is feasible when the equation system has a positive solutionin the variablesp1 andp2:

γt =
g11 · p1

g21 · p2 + ν1
=

g22 · p2

g12 · p1 + ν2
(4.32)

Putting the equation system in a matrix format, we have

B · p = n (4.33)

where:

B =

[
1 −γt g21g11

−γt g12g22
1

]
,

p =

[
p1

p2

]
,

n =

[
γt

ν1
g11

γt
ν2
g22

]
.

Solving the equation system (4.33), we have:

p1 =
ρt

1− (γtσ)2

(
ν1g22 + ν2γtg21

g11g22

)
(4.34)
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p1 =
ρt

1− (γtσ)2

(
ν2g11 + ν1γtg12

g11g22

)
(4.35)

whereσ =
(
g12g21
g11g22

)1/2

.

Therefore, the system will have positive solution whenρtσ < 1. Note thatσ is the absolute value of the eigenvalue
of higher absolute value of the matrixC = 1

γt
(I −B), whereI is the identity matrix. This criterion of feasibility of the

target SINR is also valid toM co-channel links [16].
Once the criterionγtσ < 1 is satisfied, let us prove that doingβ = 1 in the equation (4.27), the convergence speed

is maximized. Writing the equation (4.27) in the matrix form, we obtain:

p(k + 1) = D · p(k) + βn (4.36)

whereD = (I − βB).
Therefore, along the iterations, we have:

p(k) = (I + D + D2 + ...+ Dk−2)βn + Dk−1p(1) (4.37)

If the absolute values of all eigenvalues ofD are lower than 1, the series(I + D + D2 + ...+ Dk−2) will converge.
The lower the absolute value of the highest absolute value eigenvalue, the higher it will be the convergence speed.
Moreover, the series will converge to(I − D)−1 [17]. Therefore, the optimum value ofβ is the one which minimizes
the absolute value of the eigenvalue with highest absolute value of the matrixD. Thus, once the absolute value of each
eigenvalue ofD are strictly lower than 1, we can affirm that:

lim
k→∞

p(k) = (I − D)−1βn = (βB)−1βn = B−1n = p (4.38)

According to equation (4.38), the powers will converge to the values given by the solution of matrix equation
(4.33), therefore the SINR will be balanced.

The eigenvalues of the matrixD for the case of two co-channel links are:λ1 = (1 − β) + γtβγ andλ2 =
(1− β)− γtβσ. Therefore, the choice ofβ which yields in a fastest convergence isβ = 1. Observe that this value of
β makes|λ1| = |λ2| = γtσ < 1. This can be seen in the figure 4.4.
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Fig. 4.4.Optimum value ofβ.
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Illustrative Example

The following figures show illustrative examples of the (in)feasibility of the target SINR using the Autonomous SINR
Balancing Algorithm withβ = 1 for the case of two co-channel links. From equations (4.31),(4.3) and (4.4) it is easy
to see that each transmitter will control its own power according to the equations:

p1(k + 1) =
γt · g21
g11

· p2(k) +
γt · ν1
g11

(4.39)

p2(k + 1) =
γt · g12
g22

· p1(k) +
γt · ν2
g22

(4.40)

Equations (4.39) and (4.40) represent two lines and the target SINRγt will be feasible if both itself cross in the
first quadrant. This will happen whenγtσ < 1. In this case, the power control algorithm will get to balance the SINRs.
This scenario can be seen in figure 5(a).

p1

p2

p2(k + 1) = γt·g12
g22

· p1(k) + γt·ν2
g22

p1(k + 1) = γt·g21
g11

· p2(k) + γt·ν1
g11

Convergence point

(a) Feasible Target SINR.

p1

p2

p2(k + 1) = γt·g12
g22

· p1(k) + γt·ν2
g22

p1(k + 1) = γt·g21
g11

· p2(k) + γt·ν1
g11

(b) Non feasible target SINR.

Fig. 4.5.Scenarios of feasibility of the target SINR.

Observing equations (4.39) and (4.40), we can see that the angular coefficients of the lines are influenced by three
factors:

1. The target SINRγt;
2. The power gaingii of the signal;
3. The power gaingji of interfering signal.

Three situations make the angular coefficient of the lines increase, making the crossing point of figure 5(a) occur in
higher powers: the target SINRγt is increased or the power gaingii of the signal is decreased or the power gaingji of
interfering signal is increased. The crossing of the lines might not even happen in the first quadrant. This situation can
be seen in figure 5(b). This scenario happens when the criterion γtσ < 1 is not satisfied. In this case of infeasibility
the powers would increase indefinitely and even so the power control algorithm would not balance the SINRs to the
valueγt.

4.6 Semi-distributed Power Control Algorithms

The algorithm presented in section 4.4.5 has the advantage of increasing the convergence speed of the algorithm.
Another way of doing this is to employ semi-distributed algorithms. In [18], it was proposed a new semi-distributed
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power control algorithm. This algorithm is based on the assumption that some limited control data communication
between the co-channel bases is allowed. The algorithm is semi-distributed in the sense that it is run by each base
station based on its local information and information sentby some of its neighbor bases. Of course, such information
exchanges generate some overhead. However, the trade-off is that the new algorithm does not have any normalizing
factor, as in the power control algorithms presented in sections 4.4.2 and 4.4.3 and then, no global communication is
needed. Moreover, it has a nice convergence property in the sense that the minimum of the signal-to-interference ratios
of all the interfering receivers converge monotonically upward to a limit.

Before the application of the algorithm, it is necessary to define the concept of network neighborhood. The network
neighborhood is defined through a control data flow structurewhich is represented as a directed graph. This directed
graph defines a static network topology where the base stations are represented by the nodes and the existence of a
directed edge from base A to base B indicates that control data can be passed from A to B. A directed edge can be
implemented in the practice by a microwave link or an optics fiber cable. Of course, there is a cost associated with
this communication among the bases and it is desirable to minimize the cost by decreasing the number of edges of the
structure.

Once that the control data flow structure is defined, the algorithm can actuate according to the following rule:

pi(k + 1) = ηi(k)pi(k), (4.41)

with

pi(0) = pmax (4.42)

and

ηi(k) = q

√
min(γi(k),max(minj∈Niγj(k), γ0))

γi(k)
. (4.43)

whereNi is the set of indices of base stations that send control data information to base stationi according to the
control data flow structure,γ0 is the minimum SIR ratio for transmission with acceptable quality, pmax is the maximum
transmission power level andq is a parameter of the algorithm that control the rate of convergence. Note that the
communication between the bases is made through of the coefficientsηi.

Concerning to the convergence properties, [18] states thatthe final SIRs depends on the maximum achievable
SIR γ∗, which is given by equation (4.18). Ifγ∗ ≥ γ0, then the algorithm converges to the balanced solution, that is
γi = γ∗ for all base stations. Ifγ∗ < γ0, thenγi ≤ γ0 for all base stations, with the strict inequality holding for at
least one base station. Moreover, if the initial SIR of theith base station is larger than or equal toγ0, thenγi = γ0.

In [19], a variation of this algorithm is presented. This newversion consists of the power of each link starts from
the minimum allowed power and is adjusted monotonically upward. This modification has two advantages. First, it
saves user battery life. Second, the admission of a new user minimizes any sudden increase in the interference to the
existing users. The disturbance to a balanced system is thusminimized.

4.7 Techniques of Transmitter Removal

When the system becomes congested or the propagation conditions are unfavorable, the probability of an infeasible
power control solution increases. An infeasible power control solution occurs when the balanced SIR is lower than
a minimum SIRγ0 for transmission with acceptable quality. A countermeasure for dealing with infeasible situations
is to remove links from the set of co-channel links. Removed links may be handed off to other channels and in an
extreme case dropped.

4.7.1 Stepwise Removal Algorithm

In [8] it was proposed a simple procedure, called the Stepwise Removal Algorithm (SRA), for practical implementa-
tions. The SRA algorithm, one by one, removes links until therequired SIR is achieved in the remaining links. This
method has the advantage of requiring substantially low computational effort. SRA consists of two steps:

Step 1: Determine the feasible maximum SIRγ∗ from link matrixZ given by equation (4.18). Ifγ∗ ≥ γ0 (power
control is feasible), utilize the eigenvector correspondent to the eigenvalueλ∗ (theorem 1) as power vector and stop.
If γ∗ < γ0 (power control is infeasible), execute step 2.

Step 2: Remove the linkk for which the sum of its row and column in the link matrixZ
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M∑

i=1

Zki + Zik (4.44)

is maximized and thus forming a new square sub-matrixZ’ with dimension(M − 1). Determine the newγ∗ corre-
sponding toZ’ . If γ∗ ≥ γ0 (power control is feasible), utilize the corresponding eigenvector as power vector, else
repeat step 2 untilγ∗ becomes larger thanγ0.

Although one may think the link removal scheme is an extreme way to improve the performance of the system,
we should remember that those links which do not reachγ0 are useless while causing interference to other links.
Therefore, the removal of a bad link is an effective strategy.

4.7.2 Stepwise Maximum Interference Removal Algorithm

In [20], it was proposed an algorithm which outperforms the SRA. This algorithm was called Stepwise Maximum-
Interference Removal Algorithm (SMIRA). Different from SRA, SMIRA considers transmitting power to be an impor-
tant factor in removing links, in addition to power gains of the link matrix. The idea is that the larger the transmitting
power, the greater the interference it causes to MSs in the other cells. Therefore, if a link which uses a high transmitting
power is removed, then it is likely that the remaining links can achieve the minimum acceptable SIRγ0. The SMIRA
is composed of two steps:

Step 1: Step 1 is identical to step 1 from SRA, which is determining the feasible maximum SIRγ∗ from link
matrixZ given by equation (4.18). Ifγ∗ ≥ γ0 (power control is feasible), utilize the eigenvector correspondent to the
eigenvalueλ∗ (theorem 1) as power vector and stop. Ifγ∗ < γ0 (power control is infeasible), execute step 2.

Step 2: Calculate:

ITk =

M∑

i6=k
Zkipk (4.45)

IRk =

M∑

i6=k
Zikpi (4.46)

Imaxk = max(ITk , I
R
k ) (4.47)

and remove the linkk for which Imaxk is maximum. The powerspk are the elements of eigenvector correspondent to
the eigenvalueλ∗ of the link matrixZ. With this new link matrixZ’ , determine the newγ∗. If γ∗ ≥ γ0, then use the
corresponding eigenvector and stop; otherwise repeat step2.

Observe that the term “maximum interference” is used because ITk represents the total interference caused by the
mobile in cellk to other cells andIRk represents the total received interference in the cellk originated from other cells.
In terms of numeric complexity, the SMIRA algorithm requires more multiplications than the SRA algorithm each time
a cell is removed. However, the computational complexity isdominated by finding the eigenvalue and eigenvector of
the link matrix and thus these additional multiplications are negligible.

SMIRA has two variations: Stepwise Maximum Received Interference Removal Algorithm (SMRIRA) and Step-
wise Maximum Transmitted Interference Removal Algorithm (SMTIRA). The difference from SMIRA procedure is
the fact that the former considersImaxk = IRk , while the second considersImaxk = ITk .

Simulation results in [20] shows that SMIRA presents the best performance. The performances of SMRIRA and
SMTIRA are similar and are better than SRA. However, SMITIRAmay become worse than the SRA for high values
of γ0.

4.8 Techniques of SINR-target decreasing

Another direction for dealing with infeasible situations is to decrease the target SINR. In [21], instead of considering
a fixed value to target SINR, a variable one is used. The variable target SINR of each transmitter depends on its
transmitted power. The idea is that the more transmitted power is necessary to obtain a target SINR, the worse the
propagation condition of this link is. As a consequence, this transmitter will be causing excessive interference to other
co-channel links. Therefore, a good solution would be to decrease the target SINR of this link. On the other hand,
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users who utilize little power to obtain its target SINR haveconditions of reaching a higher value. With this in mind,
[21] proposed the following equation (in dB) for the adjustment of the target SINR:

γt(k + 1) = m · pi(k + 1) + n [dB], (4.48)

wherem is a negative constant andn is a control parameter, both in linear scale. Considering only the effect of the
power adjustment between two consecutive iterations, we have:

γi(k + 1) = γi(k)− pi(k) + pi(k + 1) [dB], (4.49)

Substituting equation (4.48) in equation (4.49) yields in:

m · pi(k + 1) + n = γi(k)− pi(k) + pi(k + 1) [dB], (4.50)

Rewriting equation 4.50, the strategy of power control willbe given by the following algorithm:

pi(k + 1) =
n+ pi(k)− γi(k)

1−m [dBm], (4.51)

or

pi(k + 1) = φ− ϕ(γi(k)− pi(k)) [dBm], (4.52)

where

φ =
n

1−m and ϕ =
1

1−m, (4.53)

The parameterφ controls the mean value of the transmitted power distribution andϕ controls the system’s spread
in transmitted power and SINR. In [21], it was shown through simulation that the optimum value forϕ is around 0.7,
in terms of10th percentile of the SINR.

In [22], a similar power-to-target SINR mapping is proposedincluding inferior and superior bounds of target
SINR and a restriction of maximum transmitted power. Figure4.6 illustrates this scheme. Forpi ≤ pi, the transmitter
i attempts to keep a high quality connection by aiming for the maximum target SINRγi. For pi ≤ pi ≤ pmax, the
transmitteri aims for a minimum targetγi. Observe thatγi ≥ γi ≥ γ0, whereγ0 is the minimum acceptable threshold.
Forpi ≤ pi ≤ pi, the transmitteri aims for a target SINR that is given by a linear function ofpi in dB. Note that the
points(pi, γi) and(pi, γi) determine uniquely this linear function.

γt(pi)[dB]

γi

γi

pi pi pmax pi[dBm]

γ0

Fig. 4.6.Mapping of the target SINR.
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4.9 Practical aspects of power control

4.9.1 Constrained Power Control Algorithms

So far, the presented algorithms can transmit without powerlimitation. However, this assumption is not realistic, since
the maximum power of a transmitter is upper-bounded for implementation purposes. For the mobile stations, this
limitation is crucial, because the battery energy is scarce. Moreover, the introduction of limits for the maximum power
level restricts the impact that a single non-supported linkmay have over the other co-channel links. In order to consider
this power limitation, [12] and [23] introduced a constraint in the algorithms given by:

0 ≤ pi ≤ pmax, (4.54)

wherepmax is the allowed maximum transmission power. Therefore, if the transmission power calculated by a power
control algorithm is greater thanpmax, the algorithm truncates the power transmission inpmax. A transmitter which
suffers this limitation will not reach its target SINR, but this best-effort solution is better than holding a non-supported
link which would cause all other link powers to increase indefinitely.

4.9.2 Power Control over a Discrete Power Domain

Most studies about power control assume a continuous range of transmit power levels. In practice, however, power
levels are assigned from a discrete set. The convergence of most power control algorithms depends on power levels
that can be controlled in a continuous domain and so the impact of discretization needs to be analyzed.

In [24] a simple method is proposed taking the “ceiling” value of the power given by the continuous algorithm.
For a power valuex, let the ceiling value⌈x⌉ be the smallest value in the discrete set of power values which is larger
than or equalsx.

For an algorithm based on received power like signal-level-based power control in section 4.4.1 is obvious that a
higher transmit power will result in higher received power.So using ceiling value is a straightforward solution.

For algorithms based on a target SIR, theorem 3.1 and 3.2 in [24] grants that if0 ≤ p(0) ≤ p∗, wherep∗ is the
optimal discrete power vector, thenp(k) converges top∗.

In [24] it is stated that the ceiling approach may result in anoscillating SIR, which results in a poorer link quality
and in a higher outage probability. To mitigate this problem, [25] proposes a solution that alleviate the oscillation but
has a lower rate of convergence. We exploit this solution in the next paragraphs.

Consider thatpi(k) is the current discrete-domain transmission power for the mobile i and thatp′i(k + 1) is the
power determined by the continuous algorithm for the next power update interval.

The algorithm in [25] is defined as

pi(k + 1) =

{
⌈p′i(k + 1)⌉ if p′i(k + 1) > pi(k)
⌈αpi(k) + (1 − α)p′i(k + 1)⌉ if p′i(k + 1) ≤ pi(k) (4.55)

By analyzing (4.55) we conclude that the algorithm reduces the speed of the adjustment of power when the power
is increasing and permits the adjustment at full speed when the power is decreasing. That way, with a properα, the
oscillation is reduced with little impact on the convergence of the algorithm.

4.9.3 Impact of Time Delays in Power Control

Closed-loop power control is the key to compensate the variations in power gains and multiple access interference.
The current state of the channel, characterized by measurements (SIR, Received power, etc), is used by the algorithm
to determine the transmit power in the next power control command.

It is common to control each link individually based only on local information. An outer loop provides an inner
loop with a target value and the inner loop determines transmission powers or issues transmission power control
commands to meet this target.

The issued power control commands use the measurementmi(k) together with corresponding target valuesmt
i(k)

from an outer loop in the control mechanismRi to issue power control commandssi(k). These commands are sent
over the radio interface. The control commands are decoded by the deviceDi on the transmitter side into updated
transmission powerspi(k + 1).

si(k) = Ri{mt
i(k),mi(k)} (4.56)

p̌i(k + 1) = Di{si(k)} (4.57)
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Assuming that the measurementmi(k) is a function ofpi(k) given by

mt(k) = pi(k) + βi(k) [dB], (4.58)

This works well under ideal assumptions, but in real situations, time delays in the control loops reduce the per-
formance. These delays are typically round-trip delays in the inner loop. As concluded in [26], the delays result in
oscillating and possibly unstable systems.

The time delay compensation (TDC) proposed in [26] can be used to compensate for the delays. This technique
can be used together with a wide range of power control algorithms. The main idea of this algorithm is consider issued
commands that have not yet taken effect together with the current measurements.

Assume that issued powers or power control commands are delayed bynp samples before they take effect and a
measurement is used in the control algorithmnm samples after it is collected (for example, if the measurement is sent
over the radio interface). The power control algorithm itself includes a processing delay of one sample. In total, the
round-trip delay is thusnp + nm + 1 power update intervals. The measurement delaynm is normally short and can
be seen as part of the control algorithm processing delaynp.

The actual measurement will be

mi(k) = pi(k − np) + βi(k) [dB]. (4.59)

However, to compensate the delay in the issued commands of the algorithm we will need the measurement when
the power will be in fact usedmi(k + np). Using (4.59) we arrive to

mi(k + np)−mi(k) = pi(k)− pi(k − np) + βi(k − np)− βi(k) [dB]. (4.60)

that consideringβi(k − np) = βi(k) takes to the simple estimative

mi(k + np) = mi(k) + pi(k)− pi(k − np − nm). (4.61)

In practicepi(k) is not available and the deviceDi must be considered to determinepi(k).
Applying the TDC to the autonomous SINR balancing algorithmin section 4.4.4, for an example, withnp = 1 we

get

γi(k + 1) = γi(k) + pi(k)− pi(k − 1) (4.62)

pi(k + 1) = pi(k) + (γti (k)− γi(k + 1)). (4.63)

4.10 Power Control in WCDMA

The power control in WCDMA is based on a paradigm of three loops: Open loop, Closed loop and Outer loop. These
three loops work jointly to determine the transmission power.

The open loop determine the initial transmission power. Thepropose of this loop is compensate for the shadowing
in the first transmission. The propose of the closed loop is compensate for the fast fading. Measurements of SINR are
made in the receiver and compared with a target value. After this comparison a command to increase or decrease the
power is sent to the transmitter. This loop is capable to track the fast fading because of its high frequency.

The outer loop role is to compensate for errors in SINR measurements and changes in the mobility profile of the
mobiles. It adjusts the target SINR of the closed loop based on measurements of the transmission errors.

The Fig. 4.7 illustrates the operation of the three loops.

4.11 Power Control for Multirate Systems

Modern communication systems provide different services with different transmission rates and error requirements.
The transmission rate is closely related to SINR, and the SINRs can be efficiently controlled by power control. There-
fore, the combined rate and power control is an interesting problem that is highlighted when multiple services are
offered with different transmission rates.

Consider that the rateri(t) is limited by
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with the target SINR

MSBSRNS

Fig. 4.7.Operation of the three WCDMA power control loops.

ri(t) ≤ f(γi(t)) (4.64)

wheref is a monotonically increasing function. If we use the Shannon limit, for example, the relation between
rate and SINR becomes

f(γ) = c log(1 + γ) (4.65)

We will assume that the transmit power is limited and the maximum transmit power is given by thēp =
(p̄1, p̄2, . . . , p̄N)

Define a rate vectorr(p̄) = (r1, r2, . . . , rN ) as instantaneously achievable if there is a positive power vector

p = (p1, p2, . . . , pN ) ≤ p̄ (4.66)

such that

ri ≤ f(γi(p)), ∀i (4.67)

Define a rate vectorr∗(p̄) = (r∗1 , r
∗
2 , . . . , r

∗
N ) as achievable in the average sense if it may be expressed as

r∗ =
∑

k

αkrk (4.68)

where

αkǫ[0, 1],
∑

k

αk = 1 (4.69)

where allrk are instantaneously achievable rate vectors.
Assume that each linki requires a minimum data rate, denotedri,min. Then assume that each user desires to

achieve the maximum possible data rate. Then, if the serviceis delay-insensitive, we can consider the optimization
problem

max

N∑

i=1

r∗i (p̄) (4.70)

subject to

r∗i (p̄) ≥ ri,min, ∀i (4.71)

Using (4.71) and (4.67) we arrive to a region of instantaneous achievable rate that, with (4.68), can be used to
obtain the region of average achievable rate.

If a set of rate vectorrk is instantaneously achievable, it is possible to switch between rate vector, using each of
them during the fraction of timeαk and yielding the average rater∗(p̄) = (r∗1 , r

∗
2 , . . . , r

∗
N ). This is important because

sometimes the instantaneous achievable rate region is not convex but the average achievable rate region always is.
In [27] it is defined a class of algorithms called opportunistic algorithms. This class of algorithm uses the variability

of the power gains to increase the system capacity increasing the transmission rate for links with high gains.
It proposes a power update using an iterative function

p(k + 1) = I(p(k)) (4.72)
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whereI(p) = (I1(p), I2(p), . . . , IN (p)).
It defines thatI(p) is two-sided scalableif

(
1

α

)
p < p′ < αp ⇒

(
1

α

)
I(p) < I(p′) < αI(p) ∀α > 1 (4.73)

The theorems that follows shows the advantage of the use of a two-sided scalable iterative function.

Theorem 2. If I(p) is two-sided scalable and a fixed point exists, then that fixedpoint is unique.

Proof. Refer to [27]

Theorem 3. If I(p) is two-sided scalable and a fixed pointp∗ exists, then the power vectorp(t) converges top∗.

Proof. Refer to [27]

Theorem 4.Given a two-sided scalable iterative functionI(p) , if there existsl, u > 0 such thatl ≤ I(p) ≤ u for all
p, then a fixed point exists.

Proof. Refer to [27]

In some services, simply maximizing the aggregate rate likein (4.70) is not sufficient to achieve the QoS require-
ments. Other requirements like maximum delay must be taken into account to maintain the users satisfaction.

4.12 Power Control Games

Wireless communications may be generally characterized bymultiple communication nodes and a limited amount of
radio resources, which must be shared among the nodes. In order to assure Quality of Service (QoS) requirements,
power control techniques are used. Moreover, power controlis essential concerning the energy efficiency, since com-
munications nodes using low power levels means longer lifetime of batteries for mobile terminals and more energy
resources available for central nodes as base stations in cellular systems.

Distributed or decentralized power control is of special interest and importance, since it allows the use of only
local information for determining a suitable transmit power [13, 21]. The decentralized power control problem may be
characterized as a competition between the communication nodes. The power resources must be efficiently allocated
by self-optimization, since the transmit powers of all nodes can not be jointly determined by a central controller. This
indicates the adequacy of the application of noncooperative game theory concepts to the problem.

Game theory is a mathematical tool for analyzing the interaction of decision makers with conflicting objectives
and for the formulation of decision strategies. The potential of game-theoretical concepts began to be explored in the
distributed power control problem recently, as discussed in [28]. CDMA-like cellular systems, where power control
has a critical role, have been the preferred environment of studies, with the focus mostly in best effort (or elastic)
services.

4.12.1 NoncooperativeN -Person Games

A game has three basic elements: a set of players, a set of possible actions for each player, and a set of objective
functions mapping action profiles into real numbers. Games which involveN players are calledN -Person Games.
When the players are not allowed to negotiate, i.e., they have to make decisions based only on their own objective
and information, it is configured a noncooperative game. Detailed discussions about game theory can be found in
[29, 30, 31].

In distributed power control games, a general model may be used to represent the wireless system as a setΩ of N
radio links (transmitter/receiver pairs),Ω = {1, ..., N}, where each link is affected by interference caused by all other
links. In this model, the transmitters constitute the set ofplayers and each playerj, j ∈ Ω, has as decision variable its
own transmit powerpj.

Actions or decisions of players are confined to their strategy space, the set of feasible transmit power levelsPj =
[pjmin, pjmax]. It is usually adopted a unique set of feasible transmit power for all players:Pj = [pmin, pmax].

Power gain seen by thejth receiver is represented bygj , while the correspondent interference-plus-noise power is
Ij . Then, Signal-to-Interference-plus-Noise Ratio (SINR) perceived byjth receiver,γj , is given by:
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γj =
pjgj
Ij

, (4.74)

whereIj is defined as:

Ij =
N∑

l=1

[plgl] + σ2, l 6= j, (4.75)

with σ2 as the average AWGN power.
The objective of each player in the optimization process is represented by its objective function, which is a function

of all the decision variables, i.e., it depends on transmit powers of all players.
The decentralized power control game is naturally noncooperative, since each player makes rational decisions

aiming the optimization of its objective function based only on local information. Therefore, distributed power control
games are classified as noncooperativeN -person games.

4.12.2 Objective Functions: Utility, Pricing and Cost

The objective function is a special element in a game, since it must represent the player interest with respect to the
optimization process to be carried out. Objective functions can be classified as cost functions or utility functions. The
concept of cost function refers to the expense or loss of the player as a result of its actions. Utility functions are referred
to revenue or gain measures of players instead of their losses. Another modeling of losses or expenses is called pricing.
The pricing works as a penalty associated to the decision made by the player. Power control algorithms in the literature
differ essentially on the objective functions.

In wireless communications, objective functions are closely related to QoS. Two QoS requirements are low delay
and low probability of error. QoS guaranteed services are usually associated to hard delay requirements and consider-
able tolerance with respect to transmission errors. This isthe case of voice services. By contrast, some data services
can accept some delay but are very low tolerant to errors. Such services are classified as best effort or elastic services.
Different objective functions may be constructed for both types of services.

QoS Guaranteed Services

The establishment of a minimum SINR corresponds to a step function of the SINR as utility function [32, 33]. The
system is considered unacceptable when the SINRγ is below a target levelγt. When SINR is above the target level,
the utility or satisfactionu is constant, as shown in Fig. 4.8. Then, it is implicitly assumed that there is no benefit to
having SINR above the target level. This is an adequate modelfor QoS guaranteed services, as demonstrated for voice
traffic in [34, 35], where a downlink resource (code and power) allocation problem is considered in CDMA systems.

Objective functions which represent satisfaction can be modified by including a penalty in order to avoid the
unrestricted use of resources. Pricing schemes provide more efficient solutions for the power control game. In [34, 35],
each player is penalized linearly with its transmit power. Then, playerj with transmit powerpj has as total charge
for serviceαc + αppj , whereαc is the price per code andαp is the price per unit transmitted power. In this case,
the objective function to be maximized is defined as the utility (step function) minus the charge for service. This
optimization process provides two possible outcomes to each player: it remains inactive (no transmission) or uses
exactly enough power to achieve the target SINRγt.

Another suitable objective function for QoS guaranteed services is explored in [36], in the form of a cost function
of the SINR. There, SINR values far from the target SINRγt are discouraged, as shown in Fig. 4.9. The minimization
of the cost function (4.76), defined as the squared error between target and achieved SINRs,

cj =
(
γtj − γj

)2
, (4.76)

accomplishes the tracking ofγtj and provides a new demonstration of the Autonomous SINR Balancing Algorithm
[13].

Best Effort Services

Distributed power control algorithms for best effort services have been extensively studied in the context of noncoop-
erative games [28, 32, 33, 37, 38, 39, 40, 41, 42, 43, 44, 45]. In most frameworks, utilities and pricing schemes are
adopted as QoS metrics. Pricing is always associated to power consumption, while a variety of approaches is used to
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Fig. 4.9.Quality of service metric for QoS guaranteed services represented as a cost function.

represent some objectives as utilities. The most common objectives are: maximization of total (system) throughput
and maximization of energy efficiency.

In [37], a jointly uplink power and spreading gain control problem is considered for CDMA cellular systems. An
instantaneous throughput for each transmitter is used as utility function. A global optimal solution which maximizes
the aggregate throughput is obtained. However, it is not considered any constraint on the spreading gain.

In [38], a framework for uplink power control in cellular systems is proposed to obtain better QoS using less power.
The objective function is a concave decreasing function of power and a concave increasing function of SINR.

Utility-based algorithms with pricing, that is, algorithms which use net utilities are developed in order to improve
energy efficiency [32, 33, 39, 40, 41, 42, 43]. Pricing is a monotonic increasing function with transmitted power. A net
utility is composed by the difference between utility and pricing, as illustrated in Figure 4.10.

Uplink power control is developed to provide power-efficient transmission in [32, 33, 39, 40]. The utility function
is related to the number of effective bits transmitted per unit of energy in a wireless data system which transmits
packets containingL information bits. With channel coding, the total size of each packet isM > L bits and the
transmission rate isR bits/s. The utility function for each playerj is given below in bits/Joule:

uj =
LRf(γj)

Mpj
, (4.77)

wheref(γj) is called efficiency function and represents the probability of correct reception as a function of the SINR
γj .

Once the efficiency function is defined as showed in equation (4.78), withBERj denoting the binary error rate of
transmitter/receiver pairj, the adopted utility function includes details of system lower layers, as coding and modula-
tion.
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Fig. 4.10.Utility, pricing, and net utility.

f(γj) = (1− 2BERj)
M . (4.78)

Such dependence on system parameters may restrict the employment of algorithms to some system configurations, as
in [32, 33, 39, 40] for noncoherent frequency shift keying (FSK) modulation.

High transmit power levels as result of the utility maximization motivate the search for techniques to encourage
players to transmit at lower power. An improved power control can be carried out by imposing a price on each trans-
mission. The pricing scheme used in [32, 33, 39, 40] is a linear function of power,αppj , whereαp > 0 is the pricing
factor. Then, the net utility is given by:

uj =
LRf(γj)

Mpj
− αppj . (4.79)

Other objective functions not dependent on system parameters were addressed in some works, as in [42, 41, 43].
The authors of [41] make use of the Shannon’s capacity rule for AWGN channels as utility function, which corresponds
to treating all interference as noise. Thus, the net utilityof each playerj is:

uj = B log2(1 + γj)− αppj , (4.80)

whereB denotes the channel bandwidth in Hz.
In [42] the utility function corresponds to the effective throughput. In this work, a pricing scheme different from

the pricing per unit transmit power is adopted: the pricing per unit normalized transmit power is used (normalized by
total interference). Thus, the impact made by player in overall interference is more accurately measured.

The utility considered in [43] for the uplink problem is a sigmoid function of SINR. The net utility with a linear
pricing is expressed in equation (4.81):

uj =
1

1 + e−α(γj−β)
− αppj. (4.81)

Parametersα andβ in the sigmoid utility can be used to tune the steepness and the center of the utility, respectively.
Cost functions are also used as objective functions for besteffort services. As in [36] for QoS guaranteed services,

the cost function is defined as the squared error between target and achieved SINRs in [46, 45]:

cj =
(
γtj − γj

)2
. (4.82)

However, for best effort services the target SINR is defined for each player in an opportunistic manner as a function
of the transmit power required to achieve it: players who degenerate the performance of other players by using high
power levels are designated to target low SINR levels. In this approach, restrictions (upper and lower bounds) on
transmit power and QoS (SINR) requirements are considered.

Each mapping function of transmit power into target SINR with such opportunistic behavior provides a particular
distributed power control algorithm [46, 45]. In [46], the target SINR is linear (in logarithmic scale) with the transmit
power required to reach it, as shown in Figure 4.6. The mapping function is then expressed as:
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γtjdB = α− βpjdBm, (4.83)

whereα andβ are tunable parameters defined as functions of the upper and lower bounds of power and target SINR.
The target SINR mapping considered in [45] is a sigmoid function of the transmit power.

Another cost function is studied in [47]. There, the cost function to be minimized is composed by the cost of the
difference between target and achieved SINRs and the cost ofthe power consumption, as shown below in (4.84):

cj = αpj + β
(
γtj − γj

)2
, (4.84)

whereα andβ are constant nonnegative weighting factors.
A third approach to the power control problem with the use of cost functions is suggested in [48]. There, each

playerj uses a cost function which is linear in power and dependent onSINR in logarithmic scale, as defined in
equation (4.85):

cj = αpj − β loge(1 + γj), (4.85)

whereα andβ are the cost weights.

Multi-Service

The frameworks of noncooperative power control games differ essentially on the objective functions. Some of the
objective functions adopted in the literature for both QoS and best effort (or elastic) services were presented. Each
commented objective function is addressed to the single-service power control problem, i.e., they are suitable for QoS
guaranteed services or for best effort services, exclusively.

In [44], a general framework based on the approach adopted in[46] for best effort services encloses both types of
service. The cost function is the squared error between target and achieved SINRs (4.83) and the target SINR mapping
function is also that illustrated in Figure 4.6. However, itis demonstrated that for a unique target SINR, i.e., for upper
and lower bounds of target SINR assuming the same value, the Game-Theoretical Distributed Power Control (GT-
DPC) algorithm, proposed for best effort services, becomesthe Autonomous SINR Balancing Algorithm [13, 36],
adequate for QoS guaranteed services.

Therefore, the GT-DPC algorithm, derived from a framework with power restrictions, where upper and lower
bounds for QoS (SINR) requirements are also considered, is able to be used for best effort services only, for QoS
guaranteed services only, so as for the mixed (or multi-service) scenario.

4.12.3 Nash Equilibrium Solutions

The transmit power that optimizes individual cost functiondepends on the transmit powers of all other transmitters
(players). Therefore, it is necessary to determine a set of powers where each player is satisfied with its gain or with the
cost that it has to pay, given the power selections of other players. Such an operating point is called equilibrium point.
All commented noncooperative power control games were addressed in the point of view of the Nash equilibrium
solution.

The Nash equilibrium solution (or Nash equilibrium point) is one of the most celebrated equilibrium solutions
[30, 49]. Nash equilibrium (NE) concepts offer predictableand stable outcomes of a game where multiple agents with
conflicting interests compete through self-optimization and reach a point where no player wishes to deviate from.

Considering the problem of minimizing a cost function, a power vectorp∗ = [p∗1, ..., p
∗
N ] is a NE point of a power

control game if, for eachj ∈ Ω it holds:

cj
(
p∗j , p

∗
−j
)
≤ cj

(
pj , p∗

−j
)
, (4.86)

wherep∗
−j denotes the vector consisting of the elements ofp∗ other than thejth element. Therefore, each player is

discouraged to unilaterally adopt strategies different from that defined by the NE solution, since its cost would be
increased (or equivalently, in the case of utility maximization its satisfaction would be diminished).
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4.13 Prediction for Improvements of Power Control

The employment of a power control technique in wireless networks is not trivial, since this is a multipath environment,
where fast (or short-term) fading occurs. The SINR perceived in receivers depends on power gain and interference,
which are influenced by fast fading. Fast fading is the phenomenon that describes the rapid amplitude fluctuations of
a radio signal over a short period of time or travel distance.These rapid fluctuations cause degradation in the action of
power control.

Most formulations of the power control problem do not consider the time-varying nature of power gain and inter-
ference. It is usually supposed that between two power control actuations the power gain and the interference may be
considered invariant. However, some studies have been developed to the employment of prediction techniques in the
power control problem.

4.13.1 Taylor’s Series

In [50, 51, 36], a new distributed power control algorithm ispresented. It differs from the Autonomous SINR Balancing
Algorithm [13] in that its deduction assumes both power gainand interference to be time-varying functions and it
predicts this variations through the Taylor’s Series.

The expansion of a generic continuous functionf in Taylor’s Series with the negligence of high order terms,
followed by the transformation into a difference equation produces the prediction expressed below:

f(k + 1) = 2 · f(k)− f(k − 1), (4.87)

wherek denotes the discrete-time index.
Then, equation (4.87) is used to predict power gain and interference. The simple prediction method based on

Taylor’s Series is responsible for a significant performance gain of the proposed algorithm over the DPC.
In [36], the DPC algorithm is shown to correspond to a poor approximation of the Nash Equilibrium (NE) solution

of a noncooperative power control game. The use of Taylor’s Series for prediction of power gain and interference pro-
duces a better NE solution approximation. The proposed algorithm outperforms the DPC with respect to the guarantee
of a minimum QoS, as shown in Figure 4.11 for a CDMA system in the reverse link.
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Fig. 4.11.Average fraction of time in which SINR is 1 dB below the targetSINR for DPC and Taylor’s Series based algorithm in a
CDMA system.

4.13.2 LMS and RLS Algorithms

Predictive schemes based on both recursive-least squares (RLS) and least-mean-squares (LMS) algorithms have been
investigated in the context of the power control problem forwireless networks [52, 53, 54]. Current and past samples
of the received power are used as input of adaptive filters which have their tap-coefficients updated by the LMS or the
RLS algorithm. Future received power is then predicted, according to the expression below:
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p̂(k + 1) =

M−1∑

i=0

wi(k)p(k − i), (4.88)

wherep̂(k+1) is the predicted received power at time instant(k+1) and the filter is composed byM tap-coefficients.
The power control command decision is subsequently made based on the predicted power instead of the current
estimate of the received power.

In [52], such approach is applied to the Satellite UniversalMobile Telecommunication System (S-UMTS), in order
to mitigate the effects of delay. Both RLS and LMS algorithmsare investigated. It is concluded that the RLS algorithm
converges faster but the LMS exhibits superior tracking performance.

Prediction of future received power is also used in [53] withthe goal of improving the quality of the transmission
for the active users in 3G cellular systems. The proposed self-tuning predictive power control algorithm uses the RLS
algorithm and performs better than the conventional power control, specially for high speed scenarios.

Similarly, in [54], adaptive filters with tap-coefficients updated by LMS and RLS algorithms are used to propose
new prediction-based power control algorithms in the context of CDMA mobile radio system. However, in this case,
the power gain instead of power prediction is accomplished.Simulation results show a lower outage probability when
compared with the conventional power control algorithm with optimum power control threshold.

4.13.3 Neural Networks

A neural network based channel predictor is presented in [55]. The estimate obtained from the neural network along
with the pilot assisted channel estimate is used to determine a suitable power control step. Neural network prediction
based power control scheme is compared against the 3GPP based scheme in terms of Bit Error Rate (BER), average
transmit power, MSE of SINR and the distribution of the SINR about the threshold. It is found that the neural network
based scheme performs better at medium to high speeds.

In [56], a neural predictor for received signal power prediction in DS/CDMA systems is proposed. The results
show that the optimized neural predictors can provide significant SINR gains at low speed while the improvement at
high speed is clearly smaller. Other publication where power prediction is accomplished is [57]. There, a predictive
reverse-link power control scheme is proposed in a CDMA mobile system. Results show that the proposed scheme
outperforms the conventional power control with optimum threshold at all speed ranges considered.

4.13.4 Kalman Filter

The Kalman filter is widely employed in prediction tasks for improvement of power control in wireless networks, for
instance [58, 59, 60]. It can be used to predict power gain, interference power and the transmit power.

In [58], Kalman filter is used to predict interference power in a TDMA wireless network, assuming that the in-
terference signal and its measurements are corrupted by additive white Gaussian noise (AWGN). Based on the pre-
dicted interference and estimated power gain between the transmitter and receiver, transmission power is determined
to achieve a desired SINR performance. Simulation results reveal that the Kalman filter method for power control
provides a significant performance improvement in wirelesspacket networks.

Dynamic channel and power allocation algorithms are developed in [59] using the Kalman filter to provide pre-
dicted measurements for both power gain and interference power under the assumption that they are corrupted by
AWGN. In [60], a power control algorithm for mobile communications that uses the Kalman filter to predict the
transmit power is developed.

4.13.5 H∞ Filter

H∞ filtering becomes an interesting alternative to the Kalman filtering when model uncertainties are significant, since
it determines upper bound to the estimation error, with no dependence on the knowledge of the disturbance statistical
characteristics [61].

In [62], a SINR-based stochastic power control scheme usingstochastic control theory is proposed. The measure-
ments of SINR can be assumed to contain white noise and the stochastic power control problem is formulated as a
linear stochastic discrete-time system driven by white noise. The variance minimization problem for the weighted
sum of variances of SINR error and transmission power when the SINR is corrupted by AWGN is studied. In this
research work, there is no assumption on channel model. Instead, a robust estimator (H∞ filter) is used to estimate the
power gain. Another power control algorithm also based on the SINR error optimization is proposed in [63], with the
application of anH∞ filter to predict interference power.
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An alternative estimator-based approach that is also independent of the specific stochastic nature of the interference
is presented in [64]. A power control algorithm which minimizes an objective function incorporating both user-centric
and network-centric metrics is developed with the prediction of interference power accomplished by anH∞ filter.

4.14 Conclusions

Power control is an essential technique for wireless communication systems where there exists interference among the
radio links. In centralized power control, the entire powerchannel gain matrix is available and transmission power of
all transmitters may be simultaneously controlled and jointly determined. The more classical solution to this problem
assumes null noise power and defines a maximum balanced SIR tobe targeted by all traansmitter/receiver pairs.

Distributed (or decentralized) power control is of specialinterest and importance, since it allows the use of only
local information. Algorithms are usually based on signal level or SINR. SINR based power control algorithms are the
most common ones, with a large variety of approaches. In recent years, formulations of distributed power control as
Nash noncooperative games have been intensively studied, indicating numerous interesting results.

System performance can be improved by implementing more complex techniques for power control as transmitter
removal and decreasing of target SINR. However, performance of power control algorithms are limited by some
aspects as time delays, discrete power domain and imperfectestimates of channel, interference and power. Prediction
techniques, for instance Taylor’s Series, LMS and RLS Algorithms, Neural Networks and Kalman andH∞ filtering
have been increasingly used to deal with the problem of imperfect estimates.
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5.1 Overview

5.1.1 Introducing crosslayer

Design and optimization of communication systems conventionally is based upon a vertically structured abstract sys-
tem description. The different components of this model arecalledlayersand their serial concatenation is known as a
protocol stack. The different layers within a stack only employ the functionalities of their lower neighbor and export
functionality exclusively to the next higher layer. Therefore the definition of interfaces between different layers pro-
vides the means to manage the complexity of systems engineering as it allows for the mutually decoupled investigation
of the functionalities within different layers. A very prominent example of a system description that has received wide
attention is theopen system interconnection(OSI) model presented and commented in, e.g. [1, 2]. It classifies the
functionalities of a communication system into seven layers. These OSI reference layers include at the bottom of the
protocol stack the physical layer and the neighboring data link layer. The latter is comprising the media-access control
(MAC) and the logical link control (LLC) sublayers. The latter part of this chapter focuses on issues within the PHY
and MAC layer of mobile communication systems.

Motivating example

It is common practice to optimize the functionalities of different layers mutually independently. Although this ap-
proach has served well in the design of a wide number of communication systems, e.g.second generation(2G) mobile
communication systems, it is clearly suboptimum. This lackof optimality results from several reasons, the most
prominent of which are listed in the following:

• The limitation of information exchange between the layers renders complete classes of information theoretic con-
siderations impossible. Among them are all approaches thatbenefit from the combination of the functionalities
within different layers, e.g. channel aware scheduling.

• The components in a protocol stack do not necessarily provide a strictly monotonic mapping of inputs onto output.
Hence, the optimization in a layer with respect to its outputmight be counterproductive in an overall sense. To a
large extent this problem can be avoided by the proper designof suitable interfaces, but yet remains existent in
many communication standards.

• Virtually all layers face trade-offs between different parameters. Hence an infinite number of solutions are optimum
to the knowledge of the corresponding layer, i.e., they appear equivalent. But different choices might result in
drastically different performance within other layers. Yet without cross-layer communication each layer has to
rely on pre-defined heuristics when choosing a specific trade, which obviously results in a suboptimum system
configuration. Fig. 5.1 illustrates the often addressed tradeoff between rate and error probability when transmitting
data over anadditive white Gaussian noise(AWGN) channel. For a specific setting1 various choices for the data
rate are known to result in different values for the resulting error probability. To the PHY layer all points, i.e., all
PHY configurations, on one of the plotted lines are equivalent as they all require the same amount of resources.
Yet, to the MAC layer, which in this example employs anautomatic repeat request(ARQ) protocol, different
configurations lead to different values for the resulting throughput, i.e., the net data rate. Including this cross-layer
information when configuring the PHY layer therefore can be used to optimize the overall system performance.

1 Different settings in this example are characterized through different signal to noise ratios and different lengths ofthe employed
block code.
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Fig. 5.1.Solving the rate vs. error probability tradeoff through knowledge about the used protocol, i.e., ARQ.

To overcome these imperfections the topic of cross-layer optimization has evolved. It aims at improving the inter-
actions of different layers by introducing a limited additional information exchange and by allowing for a certain
degree of cooperation between the layers. These additionaldegrees of freedom are used to adapt the parameters within
different layers in order to optimize the mapping from inputs to outputs based on the provided cross-layer knowledge.2

Notation and assumptions

We use italic script to denote any kind of variables. Roman font is used for operators and labels. Furthermore we
use lower and upper case bold face letters to denote vectors and matrices respectively. Beside the specific premises
that are introduced in the system model sections of the different sections let us make some general assumptions: All
occurring random processes are stationary and zero mean. Weconsider perfect knowledge about the statistics of the
involved random variables. Hence the distributions of all random variables are known to all system units. With respect
to the channel coefficients we denote this knowledge about the statistics as partialchannel state information(CSI).
Moreover, we assume that the receivers have knowledge aboutthe instantaneous channel coefficients, i.e., has full
CSI. Explicitly we do not consider the problems of obtainingthe different levels of state information by means of
estimation theory.

5.1.2 Structuring the field

There exist virtually infinitely many different problems that deserve the label cross-layer optimization. The following
paragraphs shall provide three dimensions that allow to structure the field and to classify the contributions made.

Range

A first and almost canonical question is which layers are actually optimized by the repective scheme. We call this
set of all tackled layers the range of the scheme. Typically,but of course not necessarily, cross-layer techniques
jointly address problems in adjacent layers. Giving the range of a scheme automatically establishes a relationship
upon virtually incomparable algorithms.

Modularity

Yet a certain class of cross-layer schemes3 is not accessible to these range considerations as they merely investigate the
interaction and the optimization of a modular protocol stack. These schemes might be applicable to any subset of layers

2 Input and output of a layer are often referred to as resourcesandquality of service(QoS), respectively.
3 In fact these were the schemes to initially come up with the term cross-layer.
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as they propose, e.g., techniques for exchanging information among layers, for whether to optimze in a distributed way
or to centralize computations etc. We refer to a perfectly modular scheme if it is scalable in the number of layers from
2 to∞.

Orientation

Placing the made contributions in the spectrum of publishedcross-layer techniques, let us differ between two funda-
mental approaches based upon the formulation of the respective optimization problem.4 One part of the known cross-
layer schemes aims at the cross-layer aware maximization ofthe output of all layers based upon their inputs. Hence
the considerations start with the lowest layer and maximizeits outputs subject to a set of constraints on the available
resources. Doing so, the optimization regards all cross-layer information that is communicated from the upper layers.
Further on the optimization makes its way upwards through the protocol stack. Layer by layer the local parameters are
chosen to maximize the layer’s output for the given input andunder consideration of the available cross-layer informa-
tion. The resulting system mode therefore employs all available resources to provide the best possible service on top of
the system. Due to its directivity we refer to this approach as bottom-upcross-layer optimization. Complementary to
that,top-downtechniques operate on the basis of certain top-level requirements. Hence the cross-layer scheme begins
with the highest layer in the stack and optimizes its parameters such that the input that is necessary to provide the
required output is minimized. Again all available cross-layer information is included. The resulting minimum for the
input is propagated to the next lower layer as a requirement upon corresponding output. In this manner the optimiza-
tion works downwards from top until a system mode is found, that provides the required service with a minimum of
overall resources. This system is then said to act at its economic maximum.

5.1.3 Reviewing relevant contributions

Bottom-up

The publications [3, 4] shows how to maximize the throughputin a multi-user system by means of optimum power
allocation in PHY and MAC layer. The non-modular bottom up considerations within base upon a very abstract
system that allows to transfer the resulting techniques to avariety of communication systems. Optimizing a wider
span of layers [5, 6] introduces a rather modular framework for bottom up problems. It bases on utility functions, i.e.,
a generalized QoS expression that is implied to be monotonicwith respect to the data rate on the physical link. On the
background of an OFDM system with infinitesimal granularityin the frequency domain the authors derive solutions
to the problem of dynamic subcarrier allocation and an adaptive power allocation scheme for QoS maximization.
Moreover the results are employed to derive statements on the convexity of the feasibility regions of data rates and
the global optimum of the posed cross-layer optimum. The authors in [7] moreover employ the concept of utility
functions to formulate a pricing problem for the optimization of network resources in higher layers. layer description
this approach leads to a multiobjective optimization problem as the core of the bottom-up cross-layer design. In [8] the
authors introduce a sum throughput maximization for PHY andMAC layers in HSDPA that employs the possibility
of adaptive modulation and coding and includes the ARQ protocol into this optimization. Based on a later release of
HSDPA [9] combines physical layer transmit processing witha cross-layer based adaptation of the MAC modulation
scheme. This approach is used to optimize the sum throughputin a cross-layer oriented scheme for HSDPA base
stations.

Basing upon the analysis of application-level QoS the authors in [10] study cross-layer optimization for a variety
of different 3G and 4G CDMA systems. They propose a set of protocols to serve different classes of applications with
the associated QoS. Within the authors employ all availableresources to maximize the system capacity. Bottom-up
techniques can also be applied to video streaming services [11, 12] or gaming applications, i.e., allow for a combination
of APP, MAC, and PHY layer. An example for such a bottom-up optimization that aims at video streaming applications
can be found in [12]. The authors therein employ a low complexity video quality measure that can be formulated
analytically. The central cross-layer optimization thereupon aims at the maximization of this QoS metric.

In the perfectly modular approach [11] the authors propose to base the layer descriptions on efficient sets of Pareto
optimum points of operation. With a central monotonicity constraint on the employed layer description this approach
leads to a multiobjective optimization problem as the core of the bottom-up cross-layer design.

4 The proposed classification not only applies to cross-layerissues, but can be used for arbitrary problem statements in com-
munications. Yet it serves especially well in this field as itallows for a general discussion of the wide variety of cross-layer
contributions that have been presented in literature recently.
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Top-down

Considering the wide span from the top of the OSI transport layer to the PHY layer the authors in [13] analyze the
interconnection of system level power minimization and peruser throughput on the background of lazy scheduling.
A trade-off between throughput in a TCP protocol and averageenergy per information bit is presented and opti-
mum scheduling policies for different sublayers are characterized. Moreover [13] proposes an efficient structure for
cross-layer communication. With the modeling of voltage scaled processors, adjustable power amplifiers and variable
strength coding the authors in [14] formulate the relationsbetween range, reliability, latency and energy as the four
cross-layer system parameters. The derived solutions baseon an energy based description of all relevant processes.
Yet the model cannot be used to formulate optimum transmission strategies, i.e., solve the underlying cross-layer opti-
mization problem. The contributions in [15] analyze the top-down problem of minimizing the average transmit power
subject to constraints on the channel capacity in the sense of [16]. Additionally [15] includes a queuing theoretic model
of latency time employing Markov decision theory. The results are presented as trade-off between average transmit
power and delay for a certain throughput requirement. Stillthe extension of these works to multi-user settings and
omitting the assumption of full transmitter side CSI are open problems.

5.2 A generic scheme

5.2.1 Introducing CLARA

This Chapter introduces a generic approach to top-down cross-layer optimization of communications systems, cf. [17].
It aims at delivering a certain amount ofquality of service(QoS) to the users, while simultaneously minimizing the
required system resources.

Notation

To this end let us define the three relevant classes of system parameters explicitly:

• The matrixQ ∈ RNQ×K contains theNQ QoS parameters of theK users that are present in the system. These
QoS parameters are the only relevant interface to upper layers and sublayers or the application itself. The different
service demands of the users are characterized by requirementsQ(rq) upon these QoS parameters.

• The resources of theK users are denoted by a vectorP ∈ RK . Hence only a single resource parameter per user is
considered.5

• The mode of operationM contains all optimization parameters that are not considered as resources.

Without loss of generality let the ordering of users inP , M andQ coincide.

Problem statement

With these definitions the cross-layer problem can be formulated as the minimization of resources. For a given norm6

in P we find the optimum resource allocation and the optimum mode of operation as the solution to the following
optimization:

{P ∗,M∗} = argmin
{P ,M}

‖P ‖ s.t.: Q ≥ Q(rq), (5.2)

5 The extension to multiple resource parameters per user or the extension to integer resource metrics does in general not contradict
the results of this Chapter. Yet the solution of the in this case matrix valued problem:

P
∗ = argmin

P

‖P ‖ s.t.: P̃ ≥ P̃
(rq), (5.1)

which occurs to be part of the resulting cross-layer optimization algorithm can not be implied for general choices ofP /∈ R
K
+,0.

Hence the extension to multiple resources per user is left tothe specific environment where additional constraints might apply
to provide a solution to (5.1).

6 In fact any order relation can be used to define this problem. For the remainder of this thesis though we exemplarily employthe
quasi order relations of different matrix norms. These norms are reflexive and transitive, i.e., aquasi-relation, and hence qualify
in this context.



5 Crosslayer Techniques - Theory and Application 113

where the constraining inequalities hold component-wise.The presented technique is proven to be optimum for a
wide class of systems.

To this end Section 5.2.2 introduces 3 propositions, which guarantee the applicability of the upcoming considera-
tions. Based upon these propositions Section 5.2.3 and 5.2.3 formulate a converging iterative approach that yields the
optimum solution up to arbitrary accuracy. Key to solving the problem in this wide generality is the transformation of
the original program into a conditioned version that is solved in Section 5.2.3. This equivalent problem can be shown
to be independent of shortterm properties. Moreover it is proven to be decoupled among the users which allows for an
offline computation of the optimum mode of operation.

5.2.2 Formulating necessary propositions

Let the representation of theK user system be given in the form:

Q = ΥM(P ), ΥM : R
K
+,0 7→ R

NQ×K (5.3)

where theNQ different QoS values for each of theK users inQ ∈ RNQ×K are defined through a modeM dependent
mapping of the system resourcesP ∈ RK+,0. This representation exists for all systems and for all choices of QoS and
resources respectively. Yet not all of these representations can be given in closed or even in invertible explicit form.
Preparing the derivation of a generic approach for cross-layer optimization of a wide class of communication systems
some preconditions onΥM will be made in the following paragraphs. To this end let us introduce the notation of
longtermandshorttermparameters. It refers to time variant processes of the bottom layer and classifies all parameters
that depend upon the instantaneous realization of these processes as shortterm parameters. Characteristics of their
probability density function and variables in higher layers that are independent of these fading processes are considered
longterm parameters. On this background let the following propositions hold:

Proposition 1. The functionΥM is decomposable into three components as follows:

Υ (1) :P 7→ P̃ = Υ (1)(P ), P̃ ,P ∈ R
K
0,+ (5.4)

Υ
(2)
M

:P̃ 7→ Q̃ = Υ
(2)
M

(P̃ ), Q̃ ∈ R
NQ×K (5.5)

Υ (3) :Q̃ 7→ Q = Υ (3)(Q̃,πout), Q ∈ R
NQ×K . (5.6)

Within P̃ = Υ (1)(P ) gives a longterm description of the fading multiple access channel. The outage probability
πout ∈ [0; 1]K is defined through the shortterm pendantP̃ (st) of P̃ as:

πout = Pr
(
P̃ (st) < P̃

)
, (5.7)

where the inequality holds component wise.

Proposition 2. The functionsΥ (1), Υ
(2)
M

andΥ (3) fulfill the following properties:

1. The functionΥ (1) is strictly monotonically increasing on its diagonal7 and is monotonically decreasing in all
off-diagonal elements.

2. The functionΥ (2)
M

is diagonal.
3. Conditioned onπout a solution for the unique inversionΥ (3),−1 of Υ (3) exists with

Q = Υ (3)
(
Υ (3),−1(Q,πout),πout

)
, (5.8)

Through the decomposability in Proposition 1 the parameters P̃ and πout form a longterm description of the
shortterm fading processes that is valid as long as the fading processes can be assumed stationary. For an information
theoretic backup of this approach we refer to [19]. The outage probability therefore is defined as the probability that
the shortterm representatioñP (st) of P̃ is smaller thanP̃ .8 The functionΥ

(2)
M

gives a description of the remaining
system in non-outage cases, whileΥ (3) determines how these outage events affect the specified QoS.Later reasonings
will suggest the terminologyequivalent resourcesfor P̃ andequivalent QoSfor Q̃ respectively. Fig. 5.2 visualizes the
decomposition ofΥM. With the definition of the three representativesΥ (1), Υ (2)

M
andΥ (3) the decomposable function

7 Diagonality in this context refers to the user indices.
8 This definition applies no matter if the strategy to adaptP operates on a longterm or a shortterm scale, i.e., no matter whether

P itself is a longterm or shortterm parameter.
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Fig. 5.2.Schematic representation of the system model

ΥM can be expressed in a concatenated form as:

Q = ΥM (P ) = Υ (3)
(
Υ

(2)
M

(
Υ (1) (P )

)
, πout

)
. (5.9)

The components of this composition are subject to preconditions as presented in Proposition 2. According to the
first clause within, the equivalent resourcẽP of a user is strictly monotonically increasing with this user’s resource
while it is monotonically decreasing with the resources of all other users.9 Through the second and third clauseΥ (1)

moreover is required to carry the complete regarded influence of shortterm system parameters. The required diagonal
nature ofΥ (2)

M
translates into user wise decoupled system cores that carrythe complete dependence on the mode of

operation. Hence the equivalent requirements of a userk in the vectorQ̃(rq)
k must be completely determined by the

equivalent scalar resourcẽPk of the same userk. This condition is somewhat canonical as parameters that influence
the performance of all users are typically classified as resources rather than as mode parameters, e.g. the transmit
power in multiple access schemes. Typically the functionΥ

(2)
M

will span the widest part of the cross-layer problem

as the corresponding clause 2.2 does not make any restrictions on its diagonal elements. ClearlyΥ
(2)
M

does not even
have to be a continuous function neither does it need to be available in closed form. This fact comprises the central
strength of the presented approach, because it can solve problems that are typically not accessible for conventional
optimization techniques and their application in cross-layer design. The third representativeΥ (3) includes the influence
of the outage probabilityπout and additionally allows for an invertible non-diagonal extension of the concatenation
Υ

(2)
M

(
Υ (1) (P )

)
. This feature allows to include upper layer resource allocation schemes, the parameters of which are

not subject to the regarded cross-layer optimization themselves. HenceΥ (3) does not depend on the mode of operation
M and must be given in a description that is independent of shortterm system parameters. The extensionΥ (3) is more
important for the validity of the regarded QoS expressions than it is relevant to the optimization process with respect
to M.

5.2.3 Solving the optimization

Conditioned optimization

The central problem of this work is to derive cross-layer resource allocation schemes for the above defined system
class through the solution of the following optimization problem:

9 The demanded property is inherent to a wide variety of multiple access schemes. It can as well be found in axiomatic approaches
like [20, 21].
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{P ∗,M∗} = argmin
{P ,M}

‖P ‖ s.t.: Q ≥ Q(rq), with Q = ΥM (P ) . (5.10)

To this end let us first derive the solution of this problem conditioned on the outage probabilityπout. Conditioning
the solution to an a priori known value forπout allows for the decomposition of the optimization task and thus shall
be of a certain relevance to the optimum procedure in Section5.2.3. Hence, the following paragraphs consider the
optimization:

{P ∗,M∗} = argmin
{P ,M}

‖P ‖ s.t.: Υ (3)
(
Υ

(2)
M

(
Υ (1) (P )

)
,πout

)∣∣∣
πout

≥ Q(rq). (5.11)

As this program as well as the original task (5.10) is not accessible to conventional optimization techniques because
the derivatives with respect to the possibly integer valuedmode variableM is not defined andΥ (2)

M
additionally does

not necessarily allow for a closed solution of the resultingKarush-Kuhn-Tucker conditions, let us regard the following
theorem:

Theorem 1.Letπout be the outage probability that throughΥ (1) corresponds to the equivalent resourcesP̃ (rq). Fur-
thermore let the equivalent requirementsQ̃(rq) be defined through the inversion ofΥ (3) conditioned onπout. Then the
solution to the problem:

{
M

∗
k, P̃

(rq)
k

}
= argmin
{Mk,P̃k}

P̃k s.t.: Q̃k ≥ Q̃
(rq)
k , (5.12)

is independent of the requirements10 Q̃
(rq)
ℓ , ∀ℓ 6= k and is independent of all shortterm system parameters. The union

of the solutionsM∗
k forms an optimizerM∗ to the cross-layer optimization program in(5.11).

Proof. The first two clauses of this theorem are directly proven by Proposition 2. Due to the diagonality ofΥ
(2)
M

the
constraints are diagonal too and hence the solution for the userk does not depend upon other users’ equivalent QoS
requirements. The same applies to the independence of the fading parameters. Key to the proof of the last clause of
Theorem 1 is the monotonicity of the equivalent resourcesP̃ with respect to all resourcesP . This monotonicity has
been part of Proposition 2 above. As the resources only throughP̃ and throughπout influence the QoS and furthermore
the problem is conditioned on the outage probability this monotonicity suffices to show that a minimization of the
resourcesP will inherently result in a minimization of all equivalent resourcesP̃ . Therefore the objective and the
optimization with respect toP in (5.11) can be replaced bỹP without violating the validity of the solutionM∗

k.
Employing the decomposability ofΥM and the invertibility ofΥ (3) the constraints of (5.11) can equivalently be
expressed through a set of requirementsQ̃(rq) on the equivalent QoS̃Q. This concludes the proof of the optimal
nature ofM∗ for (5.10).

The decoupled and equivalent formulation of the original program through the problems in (5.12) provides little
advantage in terms of Lagrangian optimization. Still components of the optimization parameterMk are discrete, the
corresponding derivatives do not exist and the Karush-Kuhn-Tucker conditions can not be applied. But the achieved
decoupling among users and the gained independence of the problem from the instantaneous channel realization render
the accessibility to Lagrangian methods unnecessary:

Corollary 1. The equivalent requirements̃Q
(rq)
k uniquely determine the solution to the optimization problems in(5.12).

In particular the program is independent of the state of operation and therefore the solution for any equivalent QoS
requirements can be obtained offline and prior to operation.

Explicitly the optimum mode of operationM∗
k can be precomputed for a sufficiently dense grid inQ̃

(rq)
k offline by

sampling theNQ × K dimensional range ofΥ (2)
M

. The equivalent QoS̃Q to this end is computed for an arbitrarily
large but finite number of system modes and for a suitable number of values forP̃k. Storing these offline computed
solutions in anNQ dimensional database allows for the offline determination of the optimum mode of operation
for grid of equivalent requirements. Each grid point definesa feasibility region through its equivalent requirements.

Searching this feasibility region for the mode that provides Q̃
(rq)
k with a minimumP̃k

(rq)
is chosen as the optimum

modeM
∗
k. During operation the solution to (5.12) thus can be obtained through a single table lookup. The problem

(5.12) therefore can be solved very efficiently at an absolute minimum of computational cost. This makes the proposed
procedure easily accessible for real-time implementations.

10 Q̃k, Mk andP̃k denote thekth user’s portion ofQ̃, M andP̃ respectively.
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Iterative procedure

With the above Section a low complexity solution to the conditioned problem setting (5.12) is available. The upcoming
considerations in this Section now focus on optimizing the mode of operation and the resource allocation among all
K users employing the results form above. We target the problem of finding the mode of operationM∗ that fulfills a
set of QoS requirementsQ(rq) with a minimum amount of resources, cf. (5.10):

{P ∗,M∗} = argmin
{P ,M}

‖P ‖ s.t.: Q ≥ Q(rq), with Q = ΥM (P ) , (5.13)

where the functionΥM belongs to the above defined system class and fulfills the madeproperties introduced in
Section 5.2.2. Aiming at a generic solution that applies to all representatives of the above defined class the solution
of (5.13) through the calculus of Lagrangian multipliers and the Kuhn-Tucker theorem renders impossible. Moreover
neither the functionΥ (2)

M
(P̃ ) nor the mode of operationM necessarily is accessible to these methods.11

We propose an iterative framework to solve (5.13) with arbitrary accuracy. An overview of this approach is given
in Fig. 5.3. The approach is based on an iterative adaptationof the outage probabilityπout which in the further context
will be indexed by the iteration numberi as πout[i]. The solutions within each iteration hence can base upon an
assumption̂πout[i] on the outage probability that was obtained during the last iteration. The problem thus reduces to
the conditioned optimization investigated in Section 5.2.3. Given the outage probabilitŷπout[i] that corresponds to the
optimum vector of equivalent resourcesP̃ ∗ the program reads, cf. (5.11):

{P ∗,M∗} = argmin
{P ,M}

‖P ‖ s.t.: Υ (3)
(
Υ

(2)
M

(
Υ (1) (P )

)
, π̂out[i]

)
≥ Q(rq). (5.14)

As shown in Section 5.2.3 the propositions made can be used todecompose this optimization into three separate
subproblems:

Q̃(rq) = Υ (3),−1(Q(rq), π̂out[i]), (5.15)
{
M

∗
k, P̃

(rq)
k

}
= argmin
{Mk,P̃k}

P̃k s.t.: Q̃k ≥ Q̃
(rq)
k , ∀k (5.16)

P ∗ = argmin
P

‖P ‖F s.t.: P̃ ≥ P̃ (rq). (5.17)

For convenient reading we dropped the index[i] in the notation ofP ∗, P̃ (rq) andQ̃(rq). While an efficient solution
for the inverse ofΥ (3) was a precondition on the regarded system class the solutionto the problems (5.16) has been
derived in Section 5.2.3. Moreover the solution to (5.17) for the vast majority of multiple access schemes is known
or can be obtained through the monotonicity ofΥ (1) as it was introduced in Section 5.2.2. The solution of the cross-
layer optimization conditioned on̂πout[i] thus is known and can be obtained at very low computational cost. With
the optimum pair of modes and resources{P ∗,M∗} the resulting outage probabilityπout[i] of the system can be
determined through its definition in (5.7). Unlessπout[i] = π̂out[i] the solutions obtained from the conditioned problem
(5.16) is not a valid solution for the original task (5.13). The made assumption onπout[i] has to be adapted and a new
conditioned problem has to be solved. To this end we propose the following update rule:

π̂out[i+ 1] = πout[i]. (5.18)

The resulting structure of the iterative scheme is sketchedin Fig. 5.3.

Proof of convergence

Through the solution of an̂πout[i] conditioned version of the original problem the cross-layer optimization can be
solved through an iterative scheme as sketched in Fig. 5.3. Yet the obtained iteration is of no use if its convergence can
not be proven. To this end let us state the following Theorem:

Theorem 2.Let πout[0] = 0 be the initialization for the iterative scheme. Furthermore let πout[i] be defined as the
outage probability that results fromM∗ andP ∗ as defined in(5.14). Then the iteration̂πout[i] = πout[i−1] converges
andπout[i] = πout[i− 1] holds with arbitrary accuracy for largei.

11 The functionΥ
(2)
M

(P̃ ) in non-trivial settings usually is too complex to provide aninvertible system of equations from the
Karush-Kuhn-Tucker conditions, whereas the mode of operation in many relevant applications contains integer variables. Hence
the derivatives involved in the conventional solution of this problem are not defined.
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{M∗
k, P̃

(rq)
k } = argmin

{Mk,P̃k}

P̃k

s.t.: Q̃k ≥ Q̃
(rq)
k , ∀k

Q̃(rq) = Υ (3),−1
“

Q(rq), π̂out[i]
”

P ∗ = argmin
P

‖P ‖F s.t.:P̃ ≥ P̃ (rq)

P̃ (rq)

Q̃(rq)

Q(rq)

π̂out[i + 1] = πout[i]
M

P

Fig. 5.3.Schematic representation of the iterative cross-layer optimization

Proof. To prove this convergence assume an arbitraryπ̂out[i] = πout[i− 1] > π̂out[i− 1] from the interval[0; 1]K . By
the definition of the outage probability the increase inπ̂out[i] necessarily results in an increase in all components of
Q̃(rq), i.e., larger equivalent requirements with respect to the iterationi − 1. This is due to the fact that an increased
outage probability will enlarge the QoS decrease inΥ (3). Due to the inequality nature of the constraints in (5.16) this
monotonicity with respect tôπout[i] applies to the requirements on the equivalent resourcesP̃ (rq) as well. To this end

assume that an increase iñQ
(rq)
k from iterationi− 1 to i yields a decrease of̃P (rq)

k in the optimum solution of (5.16).

Then this new value for̃P (rq)
k would provide a smaller solution to the problem in iterationi− 1. Thus the solution in

iterationi can not be optimum, which is a contradiction. Hence an increase in outage probabilitŷπout[i] > π̂out[i− 1]
always results in requirements̃P (rq) that are equal to or larger than the corresponding values in the previous iteration.
Due to the positive semidefinite nature of the equivalent resources and the definition of the outage probability this
inherently results inπout[i] ≥ πout[i − 1]. Through the updatêπout[i + 1] = πout[i] a single increase in̂πout causes a
monotonically increasing serieŝπout[i]. Becauseπout[i] is positive semidefinite, the initial choicêπout[0] = 0 results
in π̂out[1] ≥ π̂out[0]. In the case of equalityi = 1 directly fulfills the condition for convergenceπout[i] = πout[i− 1].
In all other cases, the above derivation provesπout[i] to be an monotonically increasing sequence. Hence the proofof
convergence is obtained from the bounded nature of the probability integral, i.e.,πout[i] ∈ [0; 1]K .

Proof of optimality

Theorem 3.Letπout[0] = 0 be the initialization for the iterative scheme. Furthermore letM∗ andP ∗ result from the
fixpointπ∗

out = πout[i
∗] = π̂out[i

∗]. ThenM
∗ andP ∗ are optimizers to(5.11).

Proof. Assume the existence of another fixpointπ′
out = πout[i

′] = π̂out[i
′]. First if π′

out > π∗
out, M

′ andP ′ must
be suboptimum toM∗ andP ∗ due to the inequality nature of the constraints. Second,π′

out < π∗
out would imply the

existence ofi such that̂πout[i] < π̂out[i
′] = π′

out < πout[i]. This contradicts the monotonicity of the seriesπ̂out[i] as
proven above and thus concludes this proof.
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With the conclusion of this proof the iterative procedure ofSection 5.2.3 is known to converge for all problem
settings and systems that fall in the defined class. Yet this convergence does not prove the feasibility of the posed
optimization task. As possible feasibility constraints onthe system resources can always be included in the definitionof
the corresponding outage probability we propose to define the feasibility through the optimum mode of operationM

∗.
Hence a set of QoS requirements is considered feasible if forevery iterationi a mode of operationM∗ =

⋃K
k=1 M

∗
k

exists among the finite number of system configurations such that:
{

M
∗
k, P̃

(rq)
k

}
= argmin
{Mk,P̃k}

P̃k s.t.: Q̃k ≥ Q̃
(rq)
k , ∀k. (5.19)

For all feasible constellations though, the above results provide the means to solve the cross-layer problem (5.10)
through the iterative consideration ofK decoupled longterm problems. Based upon the results from the previous
iteration, these problems are all conditioned on the outageprobability. They have been subject to consideration in
Section 5.2.3 where the optimum was proven to be independentof the state of operation and the solution therefore was
obtained through a look-up in an offline generated table. Hence the presented iterative scheme provides the means to
efficiently solve the top-down cross-layer optimization program (5.2) for all systems that fulfill the Propositions 1-3.

5.3 Some applications

5.3.1 Applying CLARA to EGPRS

With the generic results obtained in the above section meansare available to jointly optimize radio parameters in a
wide variety of communication systems. The following subsection will demonstrate this applicability for the special
case of EGPRS, an extension to the second generation standard GSM.

System model

The crosslayer considerations regard all instances in the PHY and MAC layer of a 2G communication system. The
generic system modelQ = ΥM(P ) is specified along

{ρ, τ} = ΥM(P ), (5.20)

describing the throughputρk and the delayτk experienced by the usersk = 1, . . . ,K. The throughputρk of userk
is defined as the average net data rate that is available on topof the MAC scheduling unit. LetB be the number of
information bits in a packet of lengthT and letfn[n] be the probability, that it takes exactlyn time slots of lengthT
to transmit a packet error-free. Then the throughputρk is defined as:

ρk =
1

E[n]

B

T
. (5.21)

On the other hand we find an outage based formulation for theπτ -outage delayτk as:

τk = argmin
τ ′

τ ′ s.t.:

⌊τ ′/T⌋∑

n=1

fn[n] ≥ 1− πτ . (5.22)

Hence,τk gives the time which in a fraction of1−πτ of all cases suffices to transmit a packet error free, i.e., the lower
limit of the πτ outage quantile. These QoS parameters throughΥM are expressed as a function of the users’ transmit
powersPk. The mode of operationM consists of the FEC code rates and the modulation alphabets of all users. To
deriveΥM(P ) we tackle the following components:

Broadcast channels

We employ an SINRγk based description of the downlink channel along [22]. Introducing the coupling factors12 νk,ℓ,
the circulary symmetric complex Gaussian random variablerk with varianceσ2

rk , k = 1, . . . ,K and the noise power
Pη we obtain, cf. the validations in [22]:

12 This modelling approach comprises the common assumption ofadjecent channel only interference.
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γk =
rkPk∑K

ℓ=1 νk,ℓrkPℓ + Pη
. (5.23)

The elaborations in [23] demonstrate how this channel only model can be extended to account for different receiver
structures. A central role is held by channel matched filters, i.e., rake receivers which result inrk being the sum
of squared circulary symmetric complex Gaussian random variables. Their density function and distribution can be
obtained through Lemmata 4.3b.1-4.3b.3 from [24]. Given knowledge about the distribution of the involved random
variables allows for the computation of the probability that the fading valueγk falls beneath a constant threshold. This
outage probability generally is defined as the integral overthe setH of all infeasible channel realization:

πout =

∫

H

K∏

i=1

fri(ri)dri. (5.24)

The latter set depends on the specifics of the employed downlink strategy, i.e., whether fast power control is employed
or not. In the sequel we will assume constant power allocation.H hence computes along

H =
{
[r1, . . . , rK ]T

∣∣∣rK < r
(th)
K

}
, (5.25)

r
(th)
K = lim

ε→0+

[
Pη1

TΨ−1
t

]
K

max
{
Pmax−

∑K−1
ℓ=1

[
Pη1TΨ−1

t

]
ℓ

1
rℓ
, ǫ
} (5.26)

Within we defined the diagonal matrixR = diagKk=1 (rk) containing the channel gains and the coupling matrixΨt as

[Ψt]k,ℓ =

{
−ν for k 6= ℓ
χ

γ
(rq)
k

Ck
− ν for k = ℓ. (5.27)

For numerical details on the computation ofπout we refer to [25] and [26].

Channel coding

With this SINR model we can employ the noisy channel coding theorem, e.g., [27] for modeling the FEC codes:

Theorem 4.For a memoryless channel with the correspondingR0(γk) value and an input alphabetAk of cardinality
Ak there always exists a block code with block lengthn and code rateRk ≤ R0(γk) so that with maximum likelihood
decoding the error probabilityπpe of a code word can be expressed as:

πpe≤ 2−neq(R0(γk)−RkldAk). (5.28)

Due to the tight nature of this bound (5.53) serves as a good approximation of the block error rate. The central
parameter within is the cutoff rateR0 which can be obtained as the maximum of the error exponent in [27]. For the
given system class and the modulation pointsaℓ, ℓ = 1, . . . , Ak the cutoff-rateR0 computes to:

R0(γk) = ldAk − ld

[
1 +

2

Ak

Ak−1∑

m=1

Ak∑

ℓ=m+1

exp

(
−1

4
|aℓ − am|2 γk

)]
. (5.29)

Unlike the more prominent capacity based approaches, the model in (5.53) includes the influences ofAk andRk, i.e.,
the mode of operation.

Hybrid ARQ protocols

Let us extend the above Theorem 4 to include the effects of HARQ protocols in the MAC, cf. [28]. These protocols
retransmit lost packets with possibly changing parity information and decode all received instances of a packet jointly.
This results in a reduction of the packet error probability with every transmission attempt. Letm index these HARQ
transmission attempts. Then the decrease in block error probability can be modeled through the above channel coding
theorem by

• calculating the code rateRk[m] valid for this transmission as the fraction of information bits and total transmitted
bits and by
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• including a proportional increase of the SINR for every bit that is transmitted multiply. Henceγk[m] becomes a
function of the transmission number as well.

This hybrid proceeding allows to include Chase combining type HARQ protocols as well as incremental redundancy
techniques. In fact EGPRS employs both schemes simultaneously. The corresponding values forRk[m] and the SINR
enhancements13

∆ γk[m] such that

γk[m] = γk ∆γk[m] (5.30)

for different modes of operation can be obtained from Table 5.1.

Table 5.1.Numerical details of the EGPRS model

# Rk[1] Rk[2] Rk[3] ∆ γk[1] ∆ γk[2] ∆ γk[3]

1 0.51 0.33 0.33 1.00 1.31 1.96
2 0.64 0.33 0.33 1.00 1.04 1.56
3 0.83 0.42 0.33 1.00 1.00 1.20
4 0.98 0.49 0.33 1.00 1.00 1.00
5 0.37 0.33 0.33 1.00 1.80 2.67
6 0.49 0.33 0.33 1.00 1.37 2.04
7 0.75 0.38 0.33 1.00 1.00 1.32
8 0.91 0.46 0.33 1.00 1.00 1.10
9 0.99 0.50 0.33 1.00 1.00 1.01

With the adaptation ofπpe we can furthermore express the probability that it takes exactlym HARQ transmissions
to receive a packet error-free:

fm[m] =

(
m−1∏

m′=1

πpe [m′]

)
(1− πpe[m]) . (5.31)

Employing a proof from [23] this probability can be approximated very well for large code words asfm[m] =
δ[m−m∗]. This yields the probability of waiting exactlyn time slots for the successfull tranmission of a packet as

fn[n] = πn−m
∗

out (1 − πout)
m∗
(
n− 1

m∗ − 1

)
. (5.32)

The compound of all these components finally allows for the expression of the throughput and the latency in the
investigated system and provides the specifics of{ρ, τ} = ΥM(P ) in a GERAN interface:

ρk =
1

E[n]

B

T
=

1− πout

m∗ RkldAkRs, (5.33)

τk = argmin
τ ′

τ ′ s.t.:

⌊τ ′/T⌋∑

n=1

fn[n] ≥ 1− πτ . (5.34)

Let P , ρ, andτ , denote theK × 1 dimensional multi-users compounds ofPk, ρk, andτk, respectively. Then the
decomposition of the above modelΥM : P 7→ [ρ, τ ] = ΥM(P ) along:

Υ (1) :P 7→ γ = Υ (1)(P ), (5.35)

Υ
(2)
M

:γ 7→ [ρ̃, τ̃ ] = Υ
(2)
M

(γ), (5.36)

Υ (3) :[ρ̃, τ̃ ] 7→ [ρ, τ ] = Υ (3)([ρ̃, τ̃ ],πout). (5.37)

complies with the propositions in Section 5.2.2. Hence the iterative optimization scheme, the corresponding proof of
convergence, and the proof of optimality, respectively, apply.

13 Some implementations discard all received packets aftermmax transmission attempts and reschedule the packet from the radio
network control. These special cases are included in the model proposed here through a periodic (and therefore non monotonic)
definition of∆γ[m].
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Optimization

Within this Section the cross-layer optimization in HSDPA is formulated in accordance to the considerations in Section
5.2 as a resource minimization problem subject to a set of constraints on the QoS parameters throughputρk and delay
τk. The cross-layer optimum mode of operationM

∗ and the corresponding optimum transmit powersP ∗ therefore
are the solutions to the minimization program:

{M∗,P ∗} = argmin
{M,P }

‖P ‖1 s.t.:

{
ρk ≥ ρ(rq)

k ∀k
τk ≤ τ (rq)

k ∀k.
(5.38)

The nature of the optimization parameters inM implicitly poses further constraints to the optimization problem,
which are not stated in (5.38):

Ck ∈ {1, 2, . . . , 15}, ∀k (5.39)

Ak ∈ {2, 8}, ∀k (5.40)

whereAk = 2 andAk = 8 correspond to the modulation alphabets for GMSK and 8-PSK, respectively. The partial
derivatives of the Lagrangian corresponding to (5.38) extended by (5.39) and (5.40) are not defined asC andA are
integer numbers. Hence the Kuhn-Tucker theorem does not apply and a conventional solution of (5.38) does not exist.
The upcoming sections thus employ the convergence of the iterative procedure presented in Section 5.2 to derive an
efficient algorithm that solves the cross-layer problem with arbitrary accuracy along the following algorithm:

Algorithm 1 : CLARA in EGPRS

Initialization: i = 0, πout[i] = 0;1

repeat2

Increment: i← i+ 1;3

Update: π̂out[i] = πout[i− 1];4

Equivalent requirements: [ρ̃(rq), τ̃ (rq)] = Υ (3),−1([ρ(rq), τ (rq)], π̂out[i]);5

Mode optimization through LUT;6

Computation of πout[i];7

until πout[i] = π̂out[i] + ε ;8

Power control;9

Equivalent requirements

In the given contextΥ (3) can be inverted by eliminating the influence ofπout from throughput and delay. Hence we
can find the equivalent QoS parameters as

ρ̃(rq) =
1

1− π̂out[i]
ρ(rq), (5.41)

τ̃ (rq) = max
m∗

Tm∗ s.t.:

⌊τ (rq)/T⌋∑

n=1

fn[n] ≥ (1− πτ ). (5.42)

Decoupled mode optimization

Referring to Corollary 1 we can find SINR requirementsγ(rq) that will guarantee[ρ(rq), τ (rq)] through a single lookup-
table. This database can be built from system model components, cf. 5.3.1, or may be supported through numerical
simulations or even measurements. This provides the optimum solution to theK problems:

{M∗
k, γ

(rq)
k } = argmin

{Mk,γk}
γk s.t.:

{
ρ̃k ≥ ρ̃(rq)

k ∀k
τ̃k ≤ τ̃ (rq)

k ∀k
(5.43)
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Resource allocation

Last stage within an iteration is the solution of the downlink power control problem:

P ∗ = argmin
P

1TP s.t.: γk ≥ γ(rq)
k , ∀k (5.44)

It is known that the corresponding solution is completely determined by the always active constraints. Defining the
diagonal matrix of channel gainsR and the full-rank coupling matrixΨ through its elements as:

[Ψ ]k,ℓ =

{
−(1− ν) for k 6= ℓ
χ

γ
(rq)
k

Ck
− (1 − ν) for k = ℓ. (5.45)

we obtain the optimum power allocation for the given SINR constraints as the solution of this linear equation system:

RΨP = Pη1. (5.46)

With these powers the framework in [26] can be employed to calculate the channel outage probability and hence
conclude the iteration by updatinĝπout[i+ 1] = πout[i].

This provides a low complexity algorithm to minimize the necessary transmit powers subject to a set of constraints
on throughput and delay. A service request therefore can be answered in a maximum economical way, which by means
of scheduling algorithms like the EQoS scheme in [29] can be transformed into increased system capacity.

Evaluation

The results in this section show the large potential cross-layer techniques have to enhanced 2G systems. The underlying
simulation environment investigates 1000 longterm settings, each consisting of 5000 time slots of lengthT . For every
longterm realization, user locations are generated randomly, assuming a uniform distribution of users in the cell. The
resulting path losses, i.e., the inverse of the variancesσ2

rk , are derived from the distancesd between MS and BS using
the Hata pathloss model as introduced in, e.g., [30, 31]. Forevery time slot in a longterm setting, channel coefficients
are generated. An industrially-deployed FEC turbo code is used, providing the ACK and NACK messages to the
fully implemented HARQ protocol. Recording all relevant parameters allows the evaluations of the QoS compliance,
the power savings which are possible through the proposed technique. The numerical values for the used system
components are displayed in Tab. 5.2. Within the MCS indexesthe available modes of operation. In addition to the

ν T1 − T3 T4 πτ MCS
−18 dB 10 ms 100 ms 0.01 [1 − 9]

Table 5.2.Numerical parameter values used in simulations

structural settings of the model in Section 5.3.1 the preparation of a packet transmission is assumed to cause a delay of
Ti. As the standard requires the HARQ implementation in the periodic form mentioned in Footnote 13 withimax = 3
every3th transmission faces a longer delay accounting for the round trip time to the RNC and back. We assumed a
receiver noise level of−95 dBm and a maximum transmit power of16 W, which together with an antenna gain of
18 dBi, results in aneffective isotropic radiated power(EIRP) of60 dBm.

In a first step, Fig. 5.4 proves the QoS compliance of the cross-layer scheme. Serving three users with QoS demands
on throughput/delay of[9 kbps /100 ms], [18 kbps /100 ms] and[27 kbps /100 ms] respectively, the simulation of
1000 user settings, i.e. location of the users in the cell, resulted in 1000 values for the throughput, obtained from
averaging the data rate over the evaluated 1000 channel realizations. The lines in Fig. 5.4 show a histogram of these
throughput realizations, revealing a superb match of requirement and de facto measurement. The constructed system
model allows the algorithm to precisely control the QoS parameters, allowing for the targeted power minimization.

Power savings

As the philosophy employed to derive the proposed solution was the overall minimization of transmit power, this
section elaborates on stochastic descriptions of the transmit power necessary to serve the mentioned3 users with their
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Fig. 5.5.Visualization of the power distributions obtained for 3 different users with different QoS requirements.

demands. Note that any powerPk < Pmax is only possible by the above means of QoS management, i.e., top-down
cross-layer optimization.

The cumulative distributions reveal that the above-discussed QoS compliance can be achieved with significantly
less than maximum transmit power in a large number of cases. In 50% of all time slots in the investigated example the
QoS requirements can be met with only40 dB EIRP (cf. Fig. 5.5).

A more competitive reference can be obtained by providing the required QoS with a suboptimal mode. Exem-
plarily, Fig. 5.5 includes the PDFs resulting from a constant mode mismatch by selecting the mode corresponding to
the next higher MCS value. The dash-dotted line in Fig. 5.5 shows the significantly larger power consumption of the
resulting system configuration and thus visualizes the sensitivity of this performance measure with respect to mode
selection.

5.3.2 Applying CLARA to HSDPA

A second exemplarily application of the proposed generic scheme shall be derived upon the background of HSDPA.

System model

This Section derives analytical expressions for the QoS parameters throughputρk and delayτk of userk. To tihs end
we adopt the QoS definitions from Section 5.3.1 and define the mode of operationMk of userk as an element of the
cartesian product:
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Mk = {Ck, Rk, Ak} ∈ {1, 2, . . . , 15} × [0; 1]× {4, 16}. (5.47)

The modeMk consists of the number of employed CDMA code channelsCk, the code rateRk of the employed
FEC code and the cardinalityAk of the employed modulation alphabetAk. The union of all modesMk is denoted as
M = {M1, . . . ,MK} and contains the modes of all users.

Broadcast channels

Let Kt of theK users share the same time slott and let the physical channel to userk be modeled by frequency
selective uncorrelated block Rayleigh fading. The channelcoefficients are assumed constant over the period of one
slot of lengthT .14 The channel thus is characterized by an equivalent basebandcomplex valued impulse response of
lengthQ+ 1:

hk[u] =

Q∑

q=0

hk,qδ[u− q], hk,q ∈ C, (5.48)

where the real and imaginary parts of the channel coefficientshk,q are distributed according to a zero mean Gaussian
probability density function(PDF) of varianceσ2

k,q. Moreover, the channel realizations for different pathsq, for differ-
ent users and for different slots are mutually independent.We assume additive complex noise at the receiver to model
intercell interference as well as thermal noise within the receiver radio components. We assume white Gaussian noise
with circulary symmetric complex Gaussian distributionCN (0, Pη). Without loss of generality, we assume equal noise
powers among the mobile stations.15

Signal to noise and interference ratio

In order to establish a scalable SINR metric let us first investigate the maximum available signal power at the receiver
output16. This optimum is obtained by themaximum ratio combining(MRC) principle. The power gain of the resulting
impulse response(hk[u] ∗ gk[u]) is defined asrk =

∑Q
q=0 |hk,q|2.17Then, the signal power of userk in the MRC

CDMA system can be written as:

PS = χrk
1

Ck
Pk, (5.49)

whereχ, Pk andCk ∈Mk denote the spreading factor, the total transmit power of user k and the number of different
data streams. On the basis of, e.g., [36] a linear expressionfor the interference power along:

PI =

Kt∑

ℓ=1

(1 − ν)rkPℓ, (5.50)

can be obtained by normalizing these interference power components to the product of channel gainrk and transmit
powerPℓ.18 Hence, the SINR expression for theKt users that are active in time slott can be obtained from e.g. [36]
and is given as:

γk =
χrk

1
Ck
Pk

∑Kt
ℓ=1(1− ν)rkPℓ + Pη

. (5.51)

The numerator includes the signal receive power accountingfor the transmit power per stream1CkPk, the spreading
gainχ and the channel power gainrk. The denominator introduces the noise powerPη and theν based expression for
the interference through allCℓ streams(1−ν)rkPℓ from userℓ. As the considered Walsh codes are strictly orthogonal
in synchronous use, inter-symbol interference and inter-stream interference equal(1− ν)rk 1

Cℓ
Pℓ.

14 Standardization documents refer to this time instance as one transmission time interval(TTI).
15 The extensions to different receive noise levels in all cases are straight forward.
16 Confer with publications like [32, 33, 34] where comprehensive SINR discussions do not include the adaptive receive filter.
17 For details on the distributionFr(r) we refer to [24, 35]
18 In general any coupling function that fulfills the properties of positive semidefinitnes monotonicity and scalability as demanded

in [20] can be used as long as the outage expressions in (5.24)can be evaluated.



5 Crosslayer Techniques - Theory and Application 125

Channel outage probability

The outage probability can be formulated through the SINRγ:

πout = Pr
(
γk < γ

(rq)
k

)
. (5.52)

It can be seen from (5.51) that this probability depends uponthe choice of all transmit powersPℓ, ℓ = 1, . . . ,Kt.
For constant choices ofPℓ the authors in [25] have derived a way to computeπout for general fading channels. For
non-constant power allocation, i.e.,fast link adaptationas performed in HSDPA, the we refer to [23, 26].

FEC coding

Theorem 5 introduces the wording of the ’noisy channel coding theorem’ as it was called in [37]:

Theorem 5.For a discrete memoryless channel with the correspondingR0(γk) value and an input alphabetAk of
cardinalityAk there always exists a block code with block lengthneq and binary code rateRk ldAk ≤ R0(γk) in bits
per CDMA channel use, so that with maximum likelihood decoding the error probabilityπ̃pe of a code word can be
expressed as:

π̃pe≤ 2−neq(R0(γk)−Rk ldAk). (5.53)

The theorem was formulated for ratesRk ldAk ≤ R0(γk). Throughout the remainder of this work we will implicitly
assume the trivial continuatioñπpe≤ 1 for Rk ldAk > R0(γk). For derivations and a compact proof of the cutoff rate
theorem we refer to [37, 38, 39]. For SINRγk and a modulation alphabetAk = {a1, . . . , aq} of cardinalityAk, the
results from Section 5.3.2 and the derivations in [40, 41] computeR0 as:

R0(γk) = ldAk − ld

[
1 +

2

Ak

Ak−1∑

m=1

Ak∑

ℓ=m+1

exp

(
−1

4
|aℓ − am|2 γk

)]
. (5.54)

Despite certain efforts in the literature the cutoff rate theorem has not yet been formulated explicitly for turbo-decoded
convolutional codes [42, 43]. For this class of codes that ishighly relevant in HSDPA settings we introduce the concept
of equivalent block lengths. LetB be the interleaver length between inner and outer code in a concatenated encoding
system, i.e., the number of information bits per packet in a system with chip rateRχ:

B = Rk ldAk Ck
Rχ
χ
T. (5.55)

Then the performance of the turbo decoded convolutional code in a very good approximation equals the performance
of a block code with block length:

neq = βneq lnB. (5.56)

The logarithmic dependence can be deduced from informationtheoretic results [44, 45]. The parameterβneq in (5.56)
can be used to adapt this model to the specifics of the employedturbo code. For each block of lengthneq Theorem 5
applies. The packet error probability therefore can be expressed by (5.53) through the Bernoulli formulation:

1− πpe = (1 − π̃pe)
B
neq . (5.57)

Validating the derived expression Fig. 3.3 and Fig. 3.4 in [23] compare (5.57) with link level simulations of an industri-
ally deployed turbo-code [46] and demonstrate the superb match between theoretical model and practical application.
Equation (5.57) thus can be regarded a very valid model for the performance of turbo-decoded convolutional codes.

HARQ protocols

In general a large variety of packet combining techniques based on hard decisions [47, 48, 49] or soft channel outputs
[50, 51, 52] have been proposed in the literature. For the sequel we will focus on Full Incremental Redundancy meth-
ods. Thus, the system operates with variable code rates thatcan be obtained through e.g., rate compatible punctured
convolutional codes [52] or punctured turbo codes [53]. LetB̃ be the total number of bits per packet. Then the code
rate in themth transmission is given by:
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Rk[m] =
B

mB̃
=

1

m
Rk[1] =

1

m
Rk. (5.58)

Thus, the cutoff-rate theorem directly applies to themth retransmission when accounting for the resulting rate ofthe
FEC code. The packet error probability of an IR HARQ in themth transmission thus can be written as:

πpe[m] = 1−
(
1− 2−βneq lnB(R0(γk)− 1

m
Rk ldAk)

) B
βneq lnB

. (5.59)

The above expressions (5.59) extend the formulated cutoff rate based modeling of FEC codes to the case of hybrid
ARQ protocols. With these results we can now derive the probability fm[m] that it takesm transmissions to decode
a packet error free, i.e., the description of the error control layers that was proposed in Section 5.2. The probability
fm[m] therefore is given by:

fm[m] =

(
m−1∏

m′=1

πpe [m′]

)
(1− πpe[m]) . (5.60)

This distribution features an important property that gives reason to a prominent approximation:

Lemma 1. For asymptotically large block lengths̃B the probabilityfm[m] can be written as a unit impulse:

lim
B→∞

fm[m] = δ[m−m∗] =

{
1 for m = m∗,
0 else.

(5.61)

The corresponding proof is given in detail in [23]. Due to thefast asymptotic convergence of the exponential function
the limit provided in (5.61) can be used as a good approximation forfm[m] even in settings with large but finite block
lengthsB and is considered valid for the remainder of this Section.

MAC scheduling

This section will present the means to include a given MAC scheduling strategy into the cross-layer system model.
From the large variety of time domain scheduling algorithmswe consider the three most prominent ones in their basic
versions to exemplarily demonstrate the modeling approaches proposed in this section.

Round Robin schedulingThe Round Robin approach schedules the users one after another in a predefined order.
Within every round each users is granted access to the channel once. The strategyS containing the users that are
scheduled to the time slott can be formulated as:

Srr =

{
k

∣∣∣∣
t− k
K
∈ N0

}
. (5.62)

The probability of being selected by this scheme therefore is completely determined by the number of usersK in
the system. As the scheduling decision is independent of thechannel realizations so are the probabilities of being
scheduled and of facing a feasible channel. Hence, the transmission probability can be written as their product and
reads:

πtx =
1

K
(1− πout). (5.63)

Proportional fair schedulingDefining the constant scalar weightsβpf ∈ [0; 1] that allow to trade multi-user gain for
fairness we investigate MAC scheduling with the decision rule:

Spf =

{
k

∣∣∣∣rk
(

1−
(

1− 1

E[rk]

)
βpf

)
> rℓ

(
1−

(
1− 1

E[rℓ]

)
βpf

)
, ∀ℓ 6= k

}
. (5.64)

The substitutionβpf,k =
(
1−

(
1− 1

E[rk]

)
βpf

)
yields a more compact and more convenient form of the proportional

fair scheduling as:

Spf = {k |rkβpf,k > rℓβpf,ℓ, ∀ℓ 6= k } . (5.65)
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As βpf,krk is a linear function of the random variablerk its probability density can be computed throughfr(r) as
1

βpf,k
frk

(
rk
βpf,k

)
. The probabilityπs now can be written in terms of the derived density ofβpf,krk:

πs =

∫ ∞

0

1

βpf,k
frk

(
rk
βpf,k

)



K∏

ℓ=1
ℓ 6=k

Frℓ

(
rℓ
βpf,ℓ

)

 drk. (5.66)

Hence, the transmission probability can be expressed through the productπtx = (1− πout)πs.
With these extensive preliminaries on the exemplarily chosen MAC scheduling approaches the description of the

lower layers throughfm[m] in (5.60) can be used to formulate the probabilityfn[n] that it takesn slots to transmit a
packet error free. Employing the tight bound (5.61) as it wasproven in Section 5.3.2 yields :

fn[n] = fn|m∗ [n] = (1− πtx)
(n−m∗)πm

∗

tx

(
n− 1

m∗ − 1

)
, n ≤ m∗. (5.67)

From this the QoS parameters throughputρk and outage delayτk can be obtained through the properties of the
probability in (5.67). The upcoming paragraphs will derivethe corresponding details. To this end the expectation ofn
can be obtained as:

E[n] =

∞∑

n=m∗

n(1− πtx)
(n−m∗)πm

∗

tx

(
n− 1
m∗ − 1

)
,

=
m∗

πtx
. (5.68)

The corresponding derivation through the calculus of hypergeometric functions [54] can be obtained from [55]. With
this central parameter of the probability in (5.67) the definition of the throughputρ from (5.21) can be computed as:

ρk =
1

E[n]

B

T
. (5.69)

B denotes the number of information bits per packet and can be computed along (5.55) through:

B = Rk ldAk Ck
Rχ
χ
T. (5.70)

With (5.22) afn[n] based definition of the second QoS parameter delay was given.Through the expression in (5.67)
theπτ outage delayτk thus can be written as:

τk = argmin
τ ′

τ ′ s.t.:

⌊τ ′/T⌋∑

n=1

fn[n] ≥ 1− πτ . (5.71)

These equations conclude the derivation of the bottom-up system model. It can be easily verified that this model
complies with the made propositions in Section 5.2.

Optimization

Within this Section the cross-layer optimization in HSDPA is formulated in accordance to the considerations in Section
5.2 as a resource minimization problem subject to a set of constraints on the QoS parameters throughputρk and delay
τk. The cross-layer optimum mode of operationM

∗ and the corresponding optimum transmit powersP ∗ therefore
are the solutions to the minimization program:

{M∗,P ∗} = argmin
{M,P }

‖P ‖1 s.t.:

{
ρk ≥ ρ(rq)

k ∀k
τk ≤ τ (rq)

k ∀k.
(5.72)

Due CLARA compliant nature HSDPA system models as introduced above the structure from Subsection 5.3.1 can
be adapted through two modifications:

• Replaceπout[i] in the inversion ofΥ (3) by (1− πtx[i]).
• Use the HSDPA model components or corresponding measurements for building the look-up-table required to

solve the mode optimization in the iterative scheme.

This provides the converging optimum scheme for HSDPA.
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Scheduling

In [56] techniques have been proposed to use the cross-layerknowledge of CLARA and her ability to control QoS
for MAC scheduling purposes. Thesecross-layer assisted scheduling(CLASS) algorithms consist of a sequence of
hypothetical scheduling sets with following feasibility test through CLARA. These techniques will be used in the
upcoming evaluation to demontrate CLARA benefits in terms ofsystem capacity as well.

Evaluation

The performed HSDPA cell level evaluations of the proposed cross-layer optimization technique shall support the
theoretical elaborations from above and demonstrate the applicability of the optimization, as well as the resulting
system enhancements. The underlying simulation environment investigates 1000 longterm settings, each consisting
of 5000 time slots of lengthT . For every longterm realization, user locations are generated randomly, assuming a
uniform distribution of users in the cell. The resulting path losses, i.e., the inverse of the variancesσ2

k,q, are derived
from the distancesd between MS and BS using the Hata pathloss model as introducedin [30, 31] and referenced in
[57]. For every time slot in a longterm setting, channel coefficients are generated to fulfill the made stochastic model.
With the metrics described above, the scheduling algorithms are implemented and decide which user is granted access
to its channel for every channel realization. An industrially-deployed FEC turbo code is used, providing the ACK and
NACK messages to the fully implemented HARQ protocol. Recording all relevant parameters allows the evaluations
of the QoS compliance, the power savings and the capacity improvements which are possible through the proposed
technique. The numerical values for the used system components are displayed in Tab. 5.3. In addition to the structural
settings of the model in Section 5.3.2 the preparation of a packet transmission is assumed to cause a delay ofTi. As

χ ν T1 − T3 T4 Q ∆γ @ 4QAM ∆γ @ 16QAM πτ βneq CQI βpf

16 0.1 10 ms 100 ms 3 [3, 4.8, 6] dB [2, 3.8, 5] dB 0.01 32 [1 − 30] 1

Table 5.3.Numerical parameter values used in simulations

the standard requires the HARQ implementation in the periodic form mentioned in Footnote 13 withimax = 4 every
4th transmission faces a longer delay accounting for the round trip time to the RNC and back. We assumed a receiver
noise level of−95 dBm and a maximum transmit power of16 W, which together with an antenna gain of18 dBi,
results in aneffective isotropic radiated power(EIRP) of60 dBm.

5.3.3 QoS Compliance

In a first step, Fig. 5.6 proves the QoS compliance of the cross-layer scheme. Serving three users with QoS demands
on throughput/delay of[200 kbps /100 ms], [500 kbps /100 ms] and[1 Mbps /100 ms] respectively, the simulation
of 1000 user settings, i.e., location of the users in the cell, resulted in 1000 values for the throughput, obtained from
averaging the data rate over the evaluated 5000 channel realizations. The lines in Fig. 5.6 show a histogram of these
throughput realizations, revealing a superb match of requirement and de facto measurement. The constructed system
model allows the algorithm to precisely control the QoS parameters, allowing for the targeted power minimization.

In the vast majority of all user settings, the MT scheduling algorithm does not allow the QoS true serving of
all users for which the corresponding MTS curve is missing. As the delay demands in this setting are implicitly
accomplished by fulfilling the throughput demands, the corresponding curves are omitted here.

5.3.4 Power Advantage

Because the philosophy employed to derive the proposed solution was the overall minimization of transmit power,
this section elaborates on stochastic descriptions of the transmit power necessary to serve the mentioned3 users
with their demands. Note that any powerPk < Pmax is only possible by the above means of QoS management,
i.e., top-down cross-layer optimization. Reference techniques will therefore always employ the full available transmit
power. Against this background Fig. 5.7 displays the cumulative distribution of the EIRP measured during the above
mentioned simulations. The cumulative distribution reveal that the above-discussed QoS compliance can be achieved
with significantly less than maximum transmit power in a large number of cases. Due to the large scale of path loss,
shadowing and fading effects, the resulting gains are significant. Although using the full available EIRP is a coarse
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Fig. 5.6.Demonstration of the QoS compliance of the proposed cross-layer technique for 3 users with throughput demands of0.2,
0.5 and1Mbit/s respectively.
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Fig. 5.7.Visualization of the sensitivity with respect to mode mismatches: Comparison of the EIRP over all users.

reference, it is a useful landmark, as Section 5.3.5 will confirm. However a more competitive reference can be obtained
by providing the required QoS with a suboptimal mode. Exemplarily, Fig. 5.7 includes the PDF resulting from a
constant mode mismatch in a Round Robin scheme. Indexing themodes with the CQI, the ’mode mismatch’ reference
approach does not select the optimal mode with respect to (5.72), but instead selects the mode corresponding to the next
higher CQI value. The dash-dotted line in Fig. 5.7 shows the significantly larger power consumption of the resulting
system configuration and thus visualizes the sensitivity ofthis performance measure with respect to mode selection.
The increased power demand of the higher mode additionally increases the channel outage probability, which makes
further power increases necessary. Through this iterativeconnection, the PDF shift in Fig. 5.7 significantly exceeds the
SINR gap between neighboring modes. This result provides another strong argument for the necessity of cross-layer
approaches, as this relation is not regarded in conventional single-layer models.
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5.3.5 Capacity Increase

Finally let us demonstrate how the saved power can contribute to maximize the system capacity in terms of servable
users. To this end Fig. 5.8 plots the distribution of the number of users that can be scheduled with different scheduling
approaches comparing CLARA cross-layer methods as mentioned in Section 5.3.2 with MT and PF scheduling in their
basic versions, always scheduling the firstK users from a prioritized queue.
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Fig. 5.8.Demonstration of the possible capacity gains, obtainable through cross-layer assisted scheduling.

Fig. 5.8 shows the resulting distribution obtained from thesimulation of 1000 scenarios. Assuming a queue of
15 users with descending priorities, their location as well astheir QoS requirements for every scenario are randomly
chosen. Locations are distributed uniformly across the cell with a radius of1.5 km, throughput requirements have uni-
formly distributed square root in the interval of

√
[0; 12.8]Mbps and the latency requirements are uniformly distributed

in [20 ms;100 ms].
With the drastic power saving obtained through the proposedoptimization, many time slots allow the additional

scheduling of users on free CDMA code channels. For the giventraffic scenario, the top-down cross-layer optimization
of the HSDPA link allows us to double the median of the system capacity, even with respect to the already optimized
CLARA TD scheme. This results illustrates the enormous potential of cross-layer assisted schemes to the scheduling
unit of HSDPA systems.

5.4 Conclusion

This chapter has introduced a generic approach for the top-down cross-layer optimization of communication systems.
It bases on an iterative detection of the system’s outage probability and relies on a series of table look-ups to obtain
the optimum solution at an absolute minimum of computational cost. Because the initial formulation was based on an
abstract set of mathematical properties the evolved schemecan be proven optimum for a wide class of systems. With
the application of this scheme to EGPRS and HSDPA the latter part of this chapter has demonstrated the enormous
potentials the presented technique has in these prominent state of the art systems.
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6.1 Introduction

Recently, increasing demand for fast Internet access, new multimedia services, surveillance networks, sensor networks
and simple and powerful automation and monitoring networks, the development of new and feasible signal processing
techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecom-
munication market have placed major emphasis on the value ofinvestigating hostile media, such aspower line(PL)
channels for the last meters and last miles application demanding high-rate data transmissions. The use of PL channels
is very promising because about 50% of all investments in thetelecommunication infrastructure is needed for telecom-
munication access networks. Moreover, 95% of residencies and buildings around the world make use of electric circuits
for energy delivery. As stated in [1]:the Last meters and last miles access markets are still evolving very slowly due to
the daunting cost of home networking and cabling installation. Pulling wires in an existing home is difficult, while it is
not a solution amenable to the mass market. Most consumers are unwilling or cannot afford a large-scale residential
or building rewiring, especially in the brick/concrete buildings even in developed countries. Then, apart from some
exceptions, many vendors and service providers have put great focus on the so-called “no-new-wires” solutions that
eliminate the need for wires pulling.

Then, digital communication through PL channels is a very competitive alternative to a number of competing
access network technologies, ranging from copper enhacement/digital subscriber line variations(e.g. ADSL, HDSL,
VDSL), cable TV/ modem (e.g. DOCSIS), wireless solutions [2], satellite communications tofibre to the curb(FTTC),
fiber to the home(FTTH), and various combinations between fibre/twisted pair (e.g. FTTC combined with VDSL) or
coaxial (hybrid fibre coaxial- HFC).

In this regard, the aim of the research in thepower line communication(PLC) field is to provide last miles and
last meters networks as reliable and simple as possible to meet the increasing demands for bandwidth in residential,
industrial, and commercial facilities in metropolitan areas as well as rural areas. In fact, the access networks are very
important for network providers because of their high costsand the need for a direct access to the end users/subscribers.
Therefore, the main investigations for providing it focus on communication systems able to provide remarkable im-
provement in terms of achievable bit-rate with as low as possible costs for applications where the use of fibre or other
well-known medium is a very expensive solution. As a result,recent investigations have positioned the PLC technology
as one of the greatest opportunity to develop simple and powerful communication systems with flexibility to support
narrowbandandbroadbandapplications, such as surveillance, automation, telemetric, and monitoring systems,high
definition television(HDTV), voice overPLC (VoPLC), fast internet access and all other kinds of multimedia services
not only for residential, industrial, and commercial facilities, but also for all kinds of vehicles that make use of power
lines for energy delivery.

Recent advances in PLC field have resulted in the advent of novel, impressive, and promising PLC technology
(see Fig. 6.1) that will provide in the near future way to overcome the PL disadvantages and, consequently, guarantee
the widespread use of PL channels fornarrowbandPLC (N-PLC, NPL or NaPLC) andbroadbandPLC (B-PLC,
BPL or BoPLC) data transmissions. For instance, nowadays some companies are offering PLC modems with mean
and peak bit-rates around 100 Mbps and 200 Mbps, respectively, and IEEE formed a group to discuss and propose a
PLC standard. However, advanced B-PLC modems will surpass this performance because the capacity of PL channels
can surpass 600 Mbps [3, 4, 5, 6, 7]. Some special schemes or solutions for coping with the following issues should
be addressed [8, 9, 10]:i) considerable differences between power line network topologies and physical properties of
cables;ii ) hostile properties of PL channels, such as attenuation proportional to frequency and distance increases, high-
power impulse noise occurrences, time-varying behavior, time- and frequency-varying impedance, stronginter-symbol
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Fig. 6.1.PLC technology: present and future.

interference(ISI) effects, and frequency selectivity;iii ) interoperability with other well-established communication
systems;iv) electromagnetic compatibility with other well-established communication systems working in the same
spectrum,v) climatic conditions in different parts of the world,vi) reliability andquality of service(QoS) guarantee
for video and voice transmissions;vii) security against non-authorized access, andviii ) different demands and needs
from developed, developing, and underdeveloped countries.

To deal with these issues, novel and efficient signal processing, digital communication, and computational intel-
ligence techniques as well as simple and powerfuldigital signal processor(DSP)-,flexible programmable gate array
(FPGA)-, andapplication-specific integrated circuit(ASIC)-based hardware have to be researched for the develop-
ment of new PLC solutions. It can lead to exciting research frontiers with very promising results for last miles and
last meters applications. In fact, the used of signal processing, digital communication, and computational intelligence
tools either individually or in combined form can result in reliable and powerful future generations of NaPLC and Bo-
PLC systems that can be suited for applications in developed, developing, and underdeveloped countries. The research
results will provide novel paradigms for overcoming limitations and problems that restrict the widespread use of PLC
technology as a new/old wireline medium.

6.2 Historical Perspective

The use of PL for data transmission date back to 1838 when the first remote electricity supply metering was introduced
and in 1897 when the first patent on power line signaling was proposed in the United Kingdom [11]. After that, in 1905
applications were patented in the United States, and in 1913the first commercial production of electromechanical me-
ter repeaters took place. Around 1920, the firstcarrier transmission over powerlines(CTP) by power system utilities
began to operate on high-voltage lines in the frequency range of 15-500 kHz for handling operations management of
the power supply by means of voice. After 1940, new CTP for telemetering and telecontrolling of power system was
introduced. Initially, the data-rate was 50 bits/s, and later it was increased to 100 bits/s and 200 bits/s. In the past and
present days the main purpose of CTP was to maintain the operability of the power supply. The CTP under favorable
and unfavorable conditions can bridge up to 900 km with a transmission power of only 10 W [8].

At very beginning of 1930ripple carrier signaling(RCS) started to operate on low and medium voltages power
lines for power system management operations. The used frequency ranged from 125 Hz up to 3 kHz withamplitude
shift keying(ASK) modulation technique. The frequencies close to the power frequency allow the information to
flow over the transformers between medium and low voltages without the need of coupling measures. The data rates
achieved by RCS was of the order of a few bits per second. Load management and automatic reconfiguration of power
distribution networks were among the most important tasks performed by RCS. Among the applications provided by
RCS were the management of street lights and load control.

The advancement of signal modulation technologies, digital signal processing, and error control coding have min-
imized the restrictions of channel imperfections, and high-speed signal transmission through power lines. As a result,
bi-directional communication was developed in the late 1980s and early 1990s. The main difference between early
PLC systems and modern ones is that much higher frequencies and a substantial reduction of the signal levels are used
on today’s power grid network for data transmission.
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In 1991, the European CELENEC standard EN 50065 was launched. It makes use of the frequency range from 3
up to 148.5 kHz for NaPLC applications with a maximum signal power of 5 mW or 134 dBµV and rates up to 144
kbps over distances around 500 m. While the main member of European Union restricts the use of PLC technology by
imposing lower power transmission level, the USA and Japan apply less stringent restriction on power transmission.
Also, USA and Japan specify a spectrum below 500 kHz for NaPLCapplications.

With the deregulation of telecommunication market in 1998,the development of alternative fixed network access
systems within the last miles and last meters have pushed forward the development of advanced NaPLC and mainly
BoPLC technologies. Soon after, the standard HomePlug 1.0 was introduced. It was developed by the HomePlug
Alliance formed in 2000 by 13 founding members [12]. This standard is one of the most famous power line communi-
cation technologies and it supports up to a 14-Mb/s transmission rate. New HomePlug AV [12], which was finalized in
2005, is expected to have the data rate of 200 Mb/s in thephysical(PHY) layer (100 Mb/s in themedium access con-
trol (MAC) layer). HomePlug AV provides both connection-oriented and contention-free services based on periodic
time-division multiple access(TDMA) and connectionless services based oncarrier sense multiple-access/collision
avoidance(CSMA/CA) technology, which is used in HomePlug 1.0 MAC [13].

In January 2004, theOpen PLC European Research Alliance(OPERA) [14] started an ambitious project to develop
a new PLC technology generation as an alternative for accessnetworks. Not only, entities from European countries
joined this project, but also entities from countries outside Europe, such as Brazil, collaborate. The main objective of
OPERA project is to perform the necessary research and development to overcome any remaining obstacles, allowing
PLC operators to provide competitive PLC-based broadband services. Their final results are expected to the end of
2006.

In 2005, ES 59013 draft standard from CENELEC allocated the 1.6 MHz to 12.7 MHz band to the access systems
and the 14.35 MHz to 30 MHz band for in-home ones.

After 2005, an IEEE working group started the development ofa standard for MAC and PHY layers specifications
for BoPLC [15]. This standard aims at the development of a standard for high speed (>100 Mbps at the PHY layer)
communication devices through power lines, so called Broadband over Power Line devices in the frequency range
between 1 MHz and 100 MHz. This standard will be used by all classes of BoPLC devices, including BoPLC devices
used for the first-mile/last-mile connection ( distances< 1500 m to the premise) to broadband services as well as
BoPLC devices used in buildings for LANs and other data applications ( distances< 100 m between devices).

Additionally, this IEEE P1901 working group is focusing on the balanced and efficient use of PL channels by all
classes of BoPLC devices, defining detailed mechanisms for coexistence and interoperability between different BoPLC
devices, and ensuring that desired bandwidth and quality ofservice may be delivered. The standard will address the
necessary security questions to ensure the privacy of communications between users and allow the use of BoPLc for
security sensitive services. It is also the intent of this effort to quickly progress towards a robust standard so that PLC
applications may begin to impact the marketplace. The standard will also comply with EMC limits set by national
regulators, so as to ensure successful coexistence with wireless and telecommunication systems.

Among the reasons for putting a great research effort on PLC system viability, the following advantages should
be mentioned [9, 2, 16, 17, 18]:i) PLC can provide an extensive coverage for last mile and lastmeter applications,
since the power lines are already installed almost everywhere. This is advantageous especially for substations in rural
areas where there is usually no communication infrastructure available for use. while PL channel is present in more
than 95% of households around the word, other broadband alternatives such as xDSL and cable modems have only
reached less than 10% households, even though 60% and 15% of households in developed and developing countries are
already connected to the Internet. In fact, The biggest capillarity of existing power networks makes possible the access
of the Internet to most of the population and it makes possible the proper services of the electric energy utilities that
depend on data communication, besides adding value to its electric assets (wires);ii ) the communication network can
be established quickly and cost-effectively because it utilizes the existing wires to carry the communication signals.
Thus, PLC can offer new cost-saving methods for remotely monitoring power uses and outages as well as other
NaPLC and BoPLC applications;iii ) PLC is easy to install and use - no more wires are needed -justplug in. High
transmission rates, multiple Mbps, are right now availableand more than 100 Mbps are possible. Together with secure
data encryption you can utilize your existing power source for all your communication needs, including TV quality
video, streaming audio and broadband multimedia.

However, the following disadvantages have discouraged theinvestigation of PLC technology for the last few
decades [19, 9, 2, 16, 17, 18, 20]:i) the PL are noisy environments for data communications due to several noise
sources such as electronic-based equipment, electrical motors, power supplies, fluorescent lights and radio signal
interferences.ii ) past contributions present limit theoretical channel capacity for low-, medium-, and high-voltage
PLs. iii ) communications over PLs are severely restricted by the useof switches, reclosers and sectionalizers,iv)
the attenuation and distortion of signals are immense due tothe reasons such as physical topology of the power
network and load impedance fluctuation over the power lines.Besides, there is significant signal attenuation at specific
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frequency bands due to wave reflection at the terminal points. v) considering the physical and nature of PLs, security
concerns have been addressed, because PLs irradiate considerable amount ofelectro magnetic interference(EMI).
Then, an unauthorized person can intercept the data information carried by power cable if an appropriate encryption
technique is applied.vi) the lack of worldwide regulation for BoPLC and NaPLC to guarantee the interoperability and
low-cost PLC systems working in a shared medium with other telecommunication technology working in the same
frequency range such as mobile communications, broadcasting channels and military communications.

Recent initiatives and great research efforts show that PLCis becoming more a reality than a promise. In fact,
recent contributions on this field will lead to very powerfuland cheap last mile and last meters solutions for medium-
and low- voltages PLs of distribution networks of power systems as well as electrical circuits in residential, vehicular,
and building facilities. As a result, one can predict that the new generation of PLC modem with data-rate in the PHY
layer up to 400 Mbps will come.

Case Study: PLC in Brazil

Since a long time ago, the use of power line for data communications has been restricted to the NaPLC applications,
such as power system protection and relaying by utility companies from Brazil. These companies have focused only on
electric energy market because their administrators are much more interested in keeping their main energy market than
data service. In fact, the commercial use of PLC is a novel, promising and challenging paradigm whose advantages
few administrators of electrical energy utilities are aware of. Such advantages are the increase of portfolio of service,
venue, profit, and client’s fidelity. In fact, the utility companies can increase considerably their profit by offering
communication service for their clients and customs. Figs.6.2 and 6.3 illustrate the use of indoor and outdoor energy
distribution network for BoPLC and NaPLC applications.

NaPLC and BoPLC infrastructures for voice, video and data traffics in the low and medium voltages PLs can be
provided by electrical energy utilities demanding lower investment than that required by well-known technologies
such as wireline (cable TV, xDSL, fibre cables), and fixed- andmobile- wireless systems (WiMax and satellite com-
munications) to offer the following services [22]:i) Fast and secure surfing on the Internet, e-commerce, e-mailand
e-banking;ii ) powerful telephone connection using the internet that offers security and good speech quality. Sendind
and receiving fax messages is also possible;iii ) smart home applications with remote maintenance and in-house con-
trol of internet enabled household appliances like refrigerators, heating systems, smoke and fire alarm systems;iv)
surveillance systems with both visual and motion detectorsthat can be monitored by you and a security service;v)
health care services;vi) online reading of utility meters for flexible and easy up-to-date billing; and,vii) easy PCs,
telephones, and multimedia connection devices by simply plugging in the existing electric socket.

Fig. 6.2.Access PLC networks [126].

Fig. 6.3.Residential PLC networks [126].
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As a result, the electrical energy utilities will start to dispute the last mile telecommunication market with Telcos
with one remarkable advantage:capillarity in the last mile. Telecommunication infrastructure capillarity is the key
connectivity problem to be minimized in the last mile environment and the electrical energy utilities have it available
because electricity service is nearly ubiquitous (the theoretical coverage from PLC is almost 100% in most of devel-
oped countries) and have higher electricity penetration than telephony infra-structure. In a developing country, like
Brazil, a social program from federal government named “Luz para todos(light for everyone)” [23] will guarantee
electrical energy infrastructure for, at least, 98% of residencies and buildings until 2008. As a result, households in
metropolitan and in rural areas will have electrical infrastructures available not only for energy delivery, but also for
data communication.

In Brazil, as well as around the world, the main competitors for BoPLC are [24]:i) the xDSL technology with the
broadband last mile technology leader being the currentAsymmetric Digital Subscriber Line(ADSL), with average
bandwidth of 2 Mbps for 6 km distance;ii ) cable networks which have the capacity to deliver significantly higher
bandwidth to the end user. It presents a relatively limited coverage area and subscribers base. To increase the number
of customers, investment should be made to redesign existing networks to allow higher connection density and expand
the coverage area; and,iii )wireless broadband technologies that have a good potential particularly in low-density
areas. The key advantages are fast installation and the fullmobility for the end costumers. However, market solutions
depend upon the availability of sufficient spectrum and the necessary investment on transport systems and Fiber Optics
backbones.

Regarding the use of BoPLC technology in the Brazilian network access telecommunication market, the following
issues have to be taken into account [24]:i) the market is dominated by a few technology patterns. As a result, BoPLC
proponents can expect to face strong barriers when trying todevelop partnerships with incumbent Telcos;ii ) many
end customers do not differentiate one telecom service fromanother. Then, BPL in competition with a traditional
telecom strategy may mean lower prices. This competition may result in lower margins for suppliers, which is not a
good business model;iii ) there are barriers to new entrants because existing players control most of the distribution
channels;iv) according to recent investigations, Telcos are not ready to commercialize the full potential of telecom
convergence. Then, BoPLC can be competitive depending the companies’ strategies, even in the Telco homeland;
andv) a small number of big organizations using few access technologies such as xDSL, HFC, wireless, FTTH and
competing over cost leadership strategy.

The widespread use of PLC technology in developing countries, such as Brazil contributes to minimize the distance
from people digitally inserted in the world from those digitally excluded. Additionally, a PLC standard for developing
and underdeveloped countries sponsored by Brazil could support and motivate the start of high-tech companies in
Brazil to produce modems, systems, and accessories for BoPLC and NaPLC. Then, the development of a so-called
“Brazilian PLC standard for BoPLC and NaPLC” should be a priority for those responsible for the technological ad-
vances in access networks because NaPLC and BoPLC are great telecommunication niches for Brazil. Unfortunately,
the initiatives or research efforts on this field in Brazil are far from reaching this objective. Actually, the Brazilian
efforts towards PLC technology can be summarized as follows:

i) the use of PLC technologies developed in USA and Europe: these PLC technologies are not related to any
kind of P&D for PLC system improvement as well as development. Usually, USA and European PLC system are
installed in proof camp for utilities companies to verify their technical viability and in poor and distant communities
to demonstrate that PLC system can help them access the digital contents through internet as well as offer other kinds
of data communication services. The main motivation for this is that PLC technology is a very promising one in
terms of cost and performance to digitally assist rural and isolated communities or even for those that do not have
telecommunication infrastructure available. In this regard, several Brazilian companies joined the Brazilian forum
so-called “Fórum Aptel de PLC/Brasil” [25], which aims at fomenting and encouraging the widespread use of PLC
technology in Brazil. This forum collaborates with the European PLC forum through the OPERA project in order to
verify the viability of PLC business in Brazil.

ii ) the analysis of PHY and MAC layers of PLC system at universities: basically analysis of single- and multi-
carrier digital communication systems suited for NaPLC andBoPLC applications have been analyzed. Additionally,
implementation of PLC modem based on USA and European equipment is being carried out for indoor and outdoor
PLC applications. It is worth mentioning that a chipset based on a OFDM system for BoPLC is under development at
Federal University of Juiz de Fora, Brazil, that tries to take into account the main features of the PL channels found
in Brazil. The expected results is a system capable of delivering more than 100 Mbps at the PHY layer. The reason
for this hardworking development resides on the fact that the PLC technology from USA and Europe do not take into
account the characteristics as well as the needs of developing countries like Brazil.
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6.3 Channel Models

The development of a modelling method for PL channels shouldfollow the following principles:i) The propagation
model has to be as simple as possible and use few cable properties for each cable type;ii ) the model input data could
only be extracted from the network topology ;iii ) the development of a measuring method is required to analyze
totally unknown networks;iv) experimental verification of the propagation and the measuring methods have to be
carried out under different conditions and compared with other methods;v) the propagation model and the measuring
method have to be based on easily calculable/measurable quantities, related only to network terminals rather than inner
(hidden) nodes within the network; andvi) the elements needed to make the propagation analysis software tool have
to be modeled by the propagation model.

The power distribution network was not designed or even optimized for low- or high-date communication, with
numerous bridges, splits, taps, branchings, etc., as well as a large amount equipment on route such as capacitor banks,
relays, reclosers, sectionalizers and transformers. The unavailability of a model for a precise description of signal
propagation along PL lines has conducted to pessimistic conclusions. The PL channels are impossible to be modeleda
priori and, consequently, do not allow the superposition of effects. They have very little or no determinism embedded
in it, and consequently, it is not reliable as communicationmedium for high-speed data transmission [20]. Despite
that, research efforts for a better characterization of PL channels have been carried out around the world offering novel
results that dismisses several arguments against PLC. The two well-established approaches for modeling PL channels
are as follows:

i) top-down: this approach considers the PL communication channel as a black box from which the PL transfer
function is estimated. Basically, channel measurements are provided in order to estimate the frequency domain para-
meters from the PL channel. Based on thetop-downapproach, the so-called multipath model, which is a well-known
model offering the frequency response of indoor, outdoor, and broadband PL channels is given by [26]

H(f) =
∑P

i=1
Gi(f, di)Ai(f, di) exp(−j2πfτi), (6.1)

whereGi(f, di) refers to the weighting factor in theith multi-path,Ai(f, di) is the attenuation term produced by the
ith multi-path,di is the distance of theith multi-path,τi is the delay portion in theith multi-path, andP is the number
of multi-paths. The typical attenuation of three PL channels occupying the spectrum ranging from 0.5 to 20 MHz is
depicted in Fig. 6.4 in which each curve corresponds to PL channel with different distance betweenreceiver(Rx) and
transmitter(Tx). One can note that the attenuation profile depend hardlyupon the frequency range as well as Tx-Rx
distance. Also, deep narrow-band notches caused by multiple reflections at impedance discontinuities appears in the
transfer function. These notches can be spread over the frequency range.

It is worth stressing that the multipath model is quite appropriate in the case of very simple topologies, such as a
cable with a single branch and the physical reasons for the observed results (cable loss, reflection, and transmission
factors) can be easily identified. In real network topologies, which are always more complicated, a back-tracing of
measurement results to physical reasons will generally turn out to be impossible.

Regarding NaPLC applications, a very interesting PL channel model in the frequency range of the CELENEC
standard EN 50065 is presented in [27, 28].

1 2 4 6 8 10 12 14 16 18 20
−90

−80

−70

−60

−50

−40

−30

−20

−10

0

Freqüência (MHz)

A
te

nu
aç

ão
 (

dB
)

Fig. 6.4.Frequency attenuation of three typical PL channels.
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ii ) bottom-up: this approach describes the transfer function of the powerline by using scattering parameters matri-
ces or four poles impedance or admittance matrices. This model requires a complete knowledge about the components
of the networks to determine the elements of the matrices. The disadvantage of such approach is the large number of
parameters to be manipulated. Based on the fact that indoor PL channels are simpler than others and have their para-
meters well-known, thebottom-upapproach is widely used for modeling them. Regarding this approach in [29]-[30]
and [31] a deterministic model grounded onmulticonductor transmission line(MTL) theory and modal decomposi-
tion is presented for indoor PL channels that allows one to computea priori and in a deterministic fashion the transfer
function of any PL link by using two-port transmission matrices and it demonstrates the viability of PL channels for
BoPLC applications in indoor environments. In [6] a PL channel model based onbottom-upapproach is introduced to
precisely model overhead MV power line showing that MV cables present a theoretical channel capacity higher than
600 Mbps.

PLs connect the power generation station to a variety of customers widespread in a area. Power transmission is
done using varying voltage levels and power line cables. Thevoltages levels are interconnected by transformers. Based
on the voltage levels at which they transfer, power lines aredistinguished as high-, medium- and low-voltages.

6.3.1 High-Voltage (HV) Lines

High-voltage lines connect electricity generation stations to distribution stations, bridging distances from several dozen
to several hundred kilometers. The voltage levels on these lines are typically in the order of hundreds of kilovolts
(110− 300 kV). Voltages over 300 kV are namedextremely high voltage(EHV). The EHV and HV levels establish a
pure transmission network, since no customer premises are directly connected to the lines.

For these levels, the PLs present energy losses due to heating, leakage, and corona effects. The MV cables have
been used only for narrowband communication system operating in the frequency up500 kHz for protections and
restricted supervision and operation of power systems [8].The limited use of these channels is because the length
of HV level cables are up to 500 km and the attenuation in the HVcables increases remarkably with frequency
as well as distance, the high-cost and difficulty for coupling modem PLC in HV cables. The HV lines are very good
communication channels in the sense that almost no branchesare observed on them and a small number of disturbances
that strongly affect the broadband and narrowband communication systems are noted on them. The CTP is the only
well-known communication system developed to transmit data in HV lines.

6.3.2 Medium-Voltage (MV) Lines

The MV cables connect the distribution stations to pole mounted transformers. MV level cables are used to supply
electric energy to rural areas, towns, cities, individual industries and companies. The nominal voltage levels are of the
order of a few kilo volts (10− 30 kV) and they run over distances of the order of a few kilometers (5-25 km).

In developed countries, most of the MV level cables are underground lines, while in other countries most of these
cables are overhead ones.

Over MV cables, two types of noises are dominant [32]:i) colored background noise andii ) narrowband noise.
The former is the environmental noise, which is highly dependent on the weather, geography, above ground height,
etc. One has to note that corona discharge [33] is a major cause of background noise, especially under humid and
severe weather conditions. Therefore, a PL appears as a noise source by itself due to corona discharges on HV lines.
The latter is the interference from wireless devices and services operating in the frequency range of BoPLC systems.
Narrowband noise varies with time and place.

The channel capacity of MV cables are higher than the one observed in the low-voltage cables, because the former
cables present lower number of branches than in the latter ones. In fact, the characteristics of the MV for broadband
communication systems are better than those ones of low-voltage power lines.

MV networks can be used as a distribution network connectinga number of PLC access networks to the backbone
as well as a solution for the distribution network [34, 35]. However, the use of the MV lines has been limited to N-
PLC because past research has considerably underestimatedthe theoretical capacity of these MV lines. Recently, in
[6] it was demonstrated that the theoretical channel capacity of MV lines is higher than 600 Mbps. Therefore, the MV
lines are very competitive to provide last mile access for residential, comercial, and industrial facilities. In this regard,
research leading to promising last mile access systems based on PLC is being developed to introduce in the near future
new generations of PLC systems operating in distances up to 25 km and delivering some Gbps with a good tradeoff
regarding performance and cost.



140 M. V. Ribeiro

6.3.3 Low-Voltage (LV) Lines

The low-voltage lines connect pole-mounted transformers to individual households as well as appliances and electrical
equipment in predial, residential, industrial and commercial electrical circuits. The voltage levels on these lines are of
the order of a few hundred volts (< 400 V) and these run over distances of the order of a few hundred meters. The
typical supplies radiuses of a feed point (pole-mounted transformers or low voltage transformer station) are from100
to 500 m and that the number of users connected to a LV cable is between20 and 80. Recently, the LV cables have
appeared as a new frontier for last meters applications because they are in more than95 % of residential, commercial,
and industrial facilities around the world. Additionally,one can note that all kinds of vehicles (car, airplane, ship,
aircraft, etc) own LV cables for energy delivery in thealternating current (AC) anddirect current(DC) forms.

Due to the fact that the attenuation of PL channels becomes considerably high as the distance from thetransmitter
(Tx) to receiver(Rx) and the frequency of data transmission increases, someauthors have advocated that outdoor PLC
system (from transformers to individual households) should occupy the frequency range from 1 up to 10 MHz for
BoPLC, while the spectrum over 10 MHz should be used for indoor PLC system (inside residencies and buildings).

Although the PLC channels are time-varying, most of them canbe considered time-invariant during the interval of
symbol transmissions [29, 30, 31, 26]. Recent investigations are focusing on time-varying behavior of PL channels,
see [36, 37, 27].

6.4 Additive Noise

For NaPLC applications, a good characterization of noise scenario is provided in [38] and [28]. The additive noises
model in BoPLC scenarios for last mile and last meters applications as well as other environment, such as aerospace,
vehicular, etc is well known from [39]. Referring to [39], the noise in last miles or last meters low-, medium- and
high-voltages networks is expressed by

v(n) = vbkgr(t) + vnb(t) + vpa(t) + vps(t) + vimp(t)|t=nTs , (6.2)

whereTs is the sampling rate and

• vbkgr(t) is the colored background noise with a relatively lowpower spectral density(PSD), which is caused by the
sum of numerous noise sources of low power. It covers the communication frequency range. Contrary to the white
noise, which is a random noise having a continuous and uniform spectral density that is substantially independent
of the frequency over the specified frequency range, the colored background noise shows strong dependency on
the considered frequency. In the frequency range above 1 MHz, background noise is below -110dBm/Hz,even
dropping to -130dBm/Hz, and far below the noise level of -80dBm/Hz or -90dBm/Hz under 500kHz. As a result,
its PSD can be approximated by a exponential function. It is caused, for example, by common household appliances
like computers, dimmers, or hair dryers, which can cause disturbances in the frequency range of up to 30 MHz.
For residential and industrial environment, the PSD is given by [9]

PSD(f) = −35 + 35 exp

(
− f

3.6

)
(6.3)

and

PSD(f) = −35 + 40 exp

(
− f

8.6

)
, (6.4)

respectively, wheref is in MHz.
• vnb(t) is a narrowband noise caused by the ingress of radio broadcasting stations usually in the frequency range

of 1-22 MHz. It is mostly amplitude modulated sinusoidal signals. Their amplitude generally varies along the
daytime, becoming higher by night when the reflection properties of the atmosphere become stronger. It is mathe-
matically modeled by

vnb(t) =

N∑

i=1

Ai(t) cos (ωit+ θi(t)) (6.5)

whereN is the number of broadcasting stations andAi(t), ωi andθi(t) are random variables.
• vpa(t) is a periodical impulsive noise asynchronous to the fundamental component of power system, which is

mostly caused by switched-mode power supplies. It usually has a repetition rate between 50 and 200 kHz, and
which results in the spectrum with discrete lines with frequency spacing according to the repetition rate. It is
produced by extended use of switching power supplies found in various household appliances today
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• vps(t) is a periodic impulsive noise synchronous to the fundamental component of power system with a repetition
rate of 50 or 100 Hz and synchronous with the power frequency.Such impulses have a short duration, in the
order of microseconds, and have a power spectral density that decreases with the frequency. This type of noise is
generally caused by power supply operating synchronously with the power frequency, such as the power converters
connected to the main supply, rectifiers within DC power supplies and appliances such as thyristor- or triac-based
light dimmers. it can be expressed by [40]

vps(t) =
N∑

i=1

Ai(t) sin (ωi(t− tarr,i) + θi(t)) e
− t−tarr,i

τi

∏(
t− tarr,i

τi

)
(6.6)

whereωi is the angular frequency of the sinusoid, andθi the phase, of theith damped sinusoid.
∏

(t) is defined
as a square pulse of durationtw,ss, with constant amplitude in the interval0 < t ≤ 1 and zero elsewhere.tarr,s
is the periodic arrival time, andAi denotes the amplitude of theith sinusoid.We assumeAi ∼ N(0, Giσ

2
i ), where

Gi represents the increase over the variance of Gaussian background noiseσ2
i , andGi can range from 20 to 30

dB. The gainGi of sinusoids at higher pseudo-frequencies is selected to match the typical low-frequency content
observed in impulsive noise measurements, usually below 1 MHz. The termτi denotes the damping factor.

• vimp(t) is an asynchronous impulsive noise which is the hardest one.These impulses have durations of some
microseconds up to a few milliseconds with an arbitrary interarrival time. Their PSD can reach values of more
than 50 dB above the level of the background noise, making them the principal cause of error occurrences in the
digital communication over PLC networks. This type of noisecontains a broadband portion significantly exceeding
the background noise, and a narrowband portion appearing only in certain frequency ranges. It is mainly caused
by switching transients, which occur all over a power supplynetwork at irregular intervals. It can be denoted by
[39]

vimp(t) =

M∑

i=1

Ai
∏

i

(
t− tarr,i
tw,i

)
(6.7)

where
∏
i(t) denotes the asynchronous impulse noise pulse waveform andAi, tw,i andtarr,i refer to three ran-

dom variables: amplitude, impulse width, and interarrivaltime (the time between the arrival of two impulses),
respectively. For a majority of impulses we find amplitudes around 1 V, impulse widths in the range of 100µs,
and interarrival times of 100 ms. Fortunately, even in heavily disturbed environments such as industrial zones,
the average disturbance ratio is well below 1 percent, meaning that 99 percent of the time is absolutely free of
asynchronous impulsive noise.

For illustration purpose, Fig. 6.5 portrays a sample of background and asynchronous impulsive noises in LV dis-
tribution power lines [41].
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Fig. 6.5.Background noise and impulse noise in LV distribution powerlines.
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6.5 PL Channel Equalization with Fuzzy Techniques

The PL channels introduce strong ISI. Also, the deep frequency notches present in the channel transfer function prevent
the use of linear equalizers, as the noise enhancement they cause is a serious drawback on a very noisy channel. As
a result, adecision feedback equalizers(DFEs) could be a very promising solution due to its optimal results [42].
Against the use of DFEs is the fact that PLC channels have longfast-varying impulse responses and strong noise
bursts, concentrated in both time and frequency. Then, it isplausible to envision that noise bursts cause catastrophic
error propagation, and that fast time variations may not allow channel parameter tracking when adaptation cannot be
fast enough. In this regard, the use of other kinds of nonlinear equalization techniques capable of coping with strong
noise bursts as well as long and fast-varying impulse responses demand investigations.

Computational intelligence-based techniques have been widely applied for communication channel equalization
that present these aforementioned issues [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53]. Among them, fuzzy systems have
been applied to the following problems [54, 55, 47, 56, 57, 58, 59, 60, 61, 62, 44, 63]i) equalization of time-varying
and -invariant channels,ii ) equalization of channel corrupted by nonGaussian noise,iii ) co-channel interference(CCI),
iv) development of one and two dimensional equalizers, andv) adaptive fuzzy equalizers. Recently, the use of FSs in a
turbo equalization scheme [64], different strategies for parameters updating [54], type-2 FSs [50] and blind equaliza-
tion [65] are being investigated.

A discrete-time version of linear, causal and time invariant model of baseband PL channels for BoPLC and NaPLC
applications is given by

y(n) = ỹ(n) + v(n) =

Lh−1∑

i=0

h(i)x(n− i) + v(n), (6.8)

whereỹ(n) denotes the PL channel output free of noise,v(n) is the additive noise, the sequence{x(n)} is constituted
by transmitted symbols previously obtained from a OFDM symbol, from a pulse amplitude modulation(PAM), a
quadrature amplitude modulation(QAM), or any other symbol constellation, and{h(n)}Lh−1

n=0 is the bandlimited,
dispersive, and linearfinite impulse response(FIR) PL channel model.

By considering abinary phase shift keyingBPSK constellation for a single-carrier or acode division multiple
access(CDMA) system, the transmitted sequence{x(n)} is taken from{+1,−1} of symbols and it is assumed to be
an equiprobable and independent sequence withE{x(n − k)x(n − l)} = σ2

xδ(k − l) andE{x(n) = 0. v(n) is the
additive impulsive noise and̃y(n) denotes the noise-free channel output. The channel outputsobserved by the linear
equalizerw(n) = [w(n) · · ·w(n−Lw+1)]T can be written as vectory(n) = [y(n) · · · y(n−Lw+1)]T . The vector of
the transmitted symbols that influence the equalizer decision is expressed byx(n) = [y(n) · · · y(n−Lh−Lw+1)]T .
As a result, there arens = 2Lh+Lw possible combinations of the channel input sequence. And,ns different values of
the noise-free channel output vectorỹ(n) = [ỹ(n) · · · ỹ(n−Lw + 1)]T are possible. Each of these noise-free channel
output vector is called channel output state vectorỹj(n), j = 1, ·ns given by

ỹ(n) = Hxj(n), (6.9)

wherexj(n) == [x(n) · · ·x(n − Lh + Lw + 1)]T denotes thejth input vector andH is a matrix channel impulse
response given in the form of

H =




h0 h1 · · · hLh−1 · · · 0
0 h0 · · · hLh−1 · · · 0
...

...
...

0 0 h0 · · · hLh−2 hLh−1


 , (6.10)

The equalizer output̂x(n− d) is delayed byd samples form of the transmitted sequence.
The PL channels can be equalized by using two categories of adaptive equalization techniques, namely [66, 67]: se-

quence estimation and symbol decision. The optimal solution for sequence estimation is achieved by usingmaximum-
likelihood sequence estimation(MLSE) [68]. The MLSE is implemented by using Viterbi algorithm [69], which
determines the estimated transmitted sequence{x(n)}∞n=0 when the cost function defined by

Jcost =
∑∞

n=1

[
y(n)−

∑Lh−1

i=0
h(i)x̂(n− i)

]2
, (6.11)

is minimized. Although this algorithm demands the highest computational cost, it provides the lowest error rate when
the channel is known. On the other hand, the optimal solutionfor symbol decision equalization is obtained from the
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Bayes’ probability theory [70, 71]. If the additive noise ismodeled by a random process with normal distribution as
N(0, σ2

v), then thenormalized optimal bayesian equalizer(NOBE) is defined by

fb(y(n)) =




∑

yi∈Y
+
d

exp
(

−‖y(n)−ỹi‖2

2σ2
v

)
− ∑

yj∈Y
−
d

exp
(

−‖y(n)−ỹj‖2

2σ2
v

)




∑
yk∈Yd

exp
(

−‖y(n)−ỹk‖2

2σ2
v

) , (6.12)

whereYd = Y
−
d ∪Y−

d denote the state space composed ofLw-length vectorsyi, Y
+
d = {yi(n), i = 1, · · · , 2Lh−1|x(n−

d) = +1} andY−
d = {yj(n), j = 1, · · · , 2Lh−1|x(n− d) = −1}. The separation betweenY+

d andY−
d is given by

fb(y(n)) = 0. (6.13)

Now, let Gaussian functions be the membership functions that model the uncertainty of the input data and
fuzzy rules and⋆ be a t-norm named product of anonsingletontype-1 FS [72]. Also, assume that defuzzifica-
tion contributions associated withY+

d = {yi(n), i = 1, · · · , 2Lh−1|x(n − d) = +1} and Y−
d = {yj(n), j =

1, · · · , 2Lh−1|x(n − d) = −1} be equal to1/2lh−1 and−1/2lh−1, respectively. Then, thenormalized and optimal
nonsigleton fuzzy equalizer(NONFE) is given by

fns1(y(n)) =




∑

yi∈Y
+
d

exp
(

−‖y(n)−ỹi‖2

2(σ2
r+σ

2
v)

)
−

∑
yj∈Y

−
d

exp
(

−‖y(n)−ỹj‖2

2(σ2
r+σ

2
v)

)




∑
yk∈Yd

exp
(

−‖y(n)−ỹk‖2

2(σ2
r+σ

2
v)

) , (6.14)

whereσ2
r is the variance from the membership functions modelling theinput uncertainties and antecedent rules. The

separation surface obtained by NONFE is given by

fns1(y(n)) = 0. (6.15)

One can note that
fb(y(n))

fns1(y(n))
= 1 (6.16)

if σ2
r = 0.
Following [18, 41], let Gaussian functions be the membership functions that model the uncertainty of the input

data and fuzzy rules and⋆ be a t-norm named product,

µYi(yi(n)) = exp

[
−1

2

(
yi(n)−myi(n)

σyi(n)

)2
]

(6.17)

and

µ
Yi

(yi(n)) = exp

[
−1

2

(
yi(n)−myi(n)

σyi(n)

)2
]

(6.18)

denote the upper and lower “worst-case” membership functions associated with the non-stationary behavior of the
additive noise at the inputs of the interconnected type-1 fuzzy algorithm,

µF li (yi(n)) = exp


−1

2

(
yi(n)−mF li

(n)

σF li (n)

)2

 (6.19)

and

µ
F li

(yi(n)) = exp


−1

2

(
yi(n)−mF li

(n)

σF li (n)

)2

 (6.20)

refer to the upper and lower “worst-case” membership functions that define the uncertainties of the rules’ antecedents.
Now, considering that
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µQki (y
k
i,max(n)) = sup

yi(n)∈Yi
µYi (yi(n)) ⋆ µFki (yi(n)) (6.21)

and
µ
Qki

(yk
i,max

(n)) = sup
yi(n)∈Yi

µ
Yi

(yi(n)) ⋆ µ
Fki

(yi(n)) , (6.22)

whereyi(n) is the ith element of the input vectory(n) = [y0(n) · · · yL−1(n)]T . Equations (6.21)-(6.22) attain their
maximums under the following conditions [73]:

yki,max(n) =
σ2
yi(n)mFki

(n) + σ2
Fki

(n)myi(n)

σ2
yi(n) + σ2

Fki
(n)

(6.23)

and

yk
i,max

(n) =
σ2
yi(n)mFki

(n) + σ2
Fki

(n)myi(n)

σ2
yi(n) + σ2

Fki
(n)

. (6.24)

Assuming thatmyi(n) = yi(n) [73], then the nonsingleton interconnected type-1 fuzzy algorithm output is ex-
pressed by

fns2(y(n)) = fns2,{1}(y(n)) − fns2,{−1}(y(n)) (6.25)

where

fns2,{1}(y(n)) =
f
ns2,{1}(y(n)) + fns2,{1}(y(n))

f
ns2

(y(n)) + fns2(y(n))
, (6.26)

fns2,{−1}(y(n)) =
f
ns2,{−1}(y(n)) + fns2,{−1}(y(n))

f
ns2

(y(n)) + fns2(y(n))
, (6.27)

f
ns2,{1}(y(n)) + fns2,{1}(y(n)) =

∑
ỹ
i
,ỹi∈Y

+
d

[
exp

(
−‖y(n)−ỹ

i
‖2

2(σ2
r+σ

2
v)

)
+ exp

(
−‖y(n)−ỹi‖2

2(σ̄2
r+σ̄

2
v)

)]
, (6.28)

f
ns2,{−1}(y(n)) + fns2,{−1}(y(n)) =

∑
ỹ
j
,ỹj∈Y

−
d

[
exp

(
−

‚

‚

‚
y(n)−ỹ

j

‚

‚

‚

2

2(σ2
r+σ

2
v)

)
+ exp

(
−‖y(n)−ỹj‖2

2(σ̄2
r+σ̄

2
v)

)]
, (6.29)

and

f
ns2

(y(n)) + fns2(y(n)) =
∑

ỹ
k
,ỹk∈Yd

[
exp

(
−‖y(n)−ỹ

k
‖2

2(σ2
r+σ

2
v)

)
+ exp

(
−‖y(n)−ỹk‖2

2(σ̄2
r+σ̄

2
v)

)]
. (6.30)

Note thatỹ
k

andỹk refer to the uncertainties associated with the center of thekth vector state at the output channel.

The separation betweenY+
d andY

−
d is given by

fns2(y(n)) = 0. (6.31)

Now, supposing that there are not uncertainties in the membership functions, thenσr = σr = σr, σv = σv = σv,
ỹ
k

= ỹk = ỹk. And, as a result
fns2(y(n)) = fns1(y(n)), (6.32)

Furthermore, assuming thatσ2
r = 0, then

fns2(y(n)) = fns1(y(n)) = fbs(y(n)). (6.33)

Equation (6.33) means that under some assumptions, the type-1 interconnected fuzzy algorithm reduces to NOBE. The
main advantages of the interconnected type-1 fuzzy system over type-1 and type-2 FLS are [41]:i) it deals with rule
uncertainties, in a “worse case” sense, but in a way that is enough to capture considerable level of rules uncertainties;
ii ) the heavy machinery of type-2 FLS is not applicable. In fact, only the machinery of type-1 fuzzy is needed;iii ) it
presents the same number of parameters of type-2 FLS and twice the number of parameters of type-1 FLS and demands
twice the computational effort of the type-1 FLS algorithm;and, finally,iv) updating rules of the parameters of the
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algorithm can be obtained similarly to those of a type-1 FLS.As a result, better equalization of PL channel corrupted
by high-power impulsive can be performed [18]. One has to note that the interconnected type-1 fuzzy algorithm can
also be easily derived by using the decision-feedback scheme to reduce the number of channel states required for the
decision purposes [74]. Simulation results presented in [18] show that equalization techniques based on interconnected
type-1 fuzzy system can surpass the performance of traditional channel equalization approach applied to PL channels.

For illustration purpose, Fig. 6.6 shows the convergent behavior of adaptive anddecision feedback(DF) version
of the interconnected type-1 fuzzy equalizer introduced in[18] when applied to PL channel equalization. In this
plot, fuzzy2-S-DFE and fuzzy2-NS-DFE denotes the singleton and nonsingleton adaptive interconnected type-1 fuzzy
equalizers. Fuzzy-S-DFE and Fuzzy-NS-DFE denote the singleton and nonsingleton adaptive type-1 fuzzy equalizers
proposed in [54]. From this plot, one can note that the interconnected type-1 fuzzy equalizers improves the convergence
ratio of standard type-1 fuzzy equalizers.
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Fig. 6.6.Convergence of type-1 and interconnected type-1 fuzzy equalizers.

6.6 Mitigation of Impulsive Noise

The impulsive noise encourages investigation on communication techniques that can effectively cope with it. In fact,
PLC system designs can be regarded as a highly challenging task as the engineer has to deal with very limited resources
in a hostile environment, which in no way has been or could be prepared for communication purposes. For enhancing
the data rate is not possible to extend bandwidth or assign new frequency ranges. Then, only more sophisticated
modulation schemes with improved spectral efficiency or adaptation strategies such as impulsive noise cancellation
can push technology forward. In this regard, several approaches have been proposed so far to cope with the impulsive
noises in PLC as well as in other communication systems. These approaches follow two basic strategies:

i) the employment of powerful channel coding, interleaving,and modulation techniques [75, 76, 77, 78, 9, 79, 80,
81]. In fact, it is recognized that a great deal of research effort has been made towards the use of channel coding together
with interleaving technique to mitigate impulsive noises in multicarrier, single-carrier, spread-spectrum-based systems
for PLC applications. Improvements in terms of bit-rate as well as immunities to impulse noise attained by using turbo-
coding, space-time codes,Reed Solomon(RS) codes, among others, have been reported since the last years [82, 83, 84,
85, 86, 42]. Recently, the use of thelow density parity check(LDPC) codes isolated or combined with other codes has
shown that a single-carrier system can be more efficient thana multicarrier one for PLC systems designed for dealing
with impulse noise scenario [82]. Although the use of channel coding techniques shows improvement, two reasons
can limit their full deployment:a) high power impulsive noises demand very long lengths interleaving procedure. As
a result, end-to-end delay and, consequently, QoS for real-time applications could no longer be guaranteed, andb) the
decoding errors generated by the channel decoding process degrade the performance of such techniques because of
their intrinsic error propagation property.

Based on the premise that channel coding techniques are developed to guarantee reliable transmission through
communication channels, it can be pointed out that improvements can be attained if a nonlinear technique is applied
to reduce the impulsive noises at the channel output independently of the communication system applied (multi-
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carrier, single-carrier and spread-spectrum). The use of these nonlinear techniques can significantly reduce not only
the interleaving length, but also the decoding errors if well designed and implemented.

ii ) the use of nonlinear techniques for impulsive noise cancellation at the channel output [87, 88, 89, 90, 91].
In this approach, a noise cancellation technique is added atthe output of PL channel. A standard communication
system as well as one with noise cancellation technique are illustrated in Fig. 6.7. In Fig. 6.7 (b), the block noise
cancel implement the nonlinear technique applied to reducethe noise power at the input of the signal processing,
demodulation and decoding techniques implemented in the PHY (physical layer) block, which is responsible for
digital communication and signal processing algorithm running in the physical layer.
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Fig. 6.7.a) A standard digital communication system and b) a digital communication system with noise cancellation technique.

The use of nonlinear techniques instead of linear ones to reduce the presence of impulsive noises are motivated by
the following reasons [88, 92]:i) the impulsive noises can be seen as a nonlinear component atthe channel output;
ii ) the linear techniques are unable to change features of impulsive noises such as regularity [92] and, finally,iii ) the
linear techniques are not appropriate for reducing the presence of non-stationary and broadband impulse noise.

The effect of impulsive noises in digital communication systems has been recently analyzed and the performance
of new nonlinear techniques were analyzed in [41]. It can be stated that the standard techniques are two nonlinear
functions given by [93]

ŷ(n) =

{
y(n), if |y(n)| < Aỹ

Aỹ exp {j∠y(n)} , otherwise
(6.34)

and

ŷ(n) =

{
y(n), if |y(n)| < Aỹ

0, otherwise
, (6.35)

wherey(n) is nth output sample of a PL channel corrupted by the presence of impulsive noises,Aỹ = max
n
|ỹ(n)|,

∠y(n) is the phase ofy(n).
According to [41], a very interesting technique showing good results when applied for impulsive noises mitigation

in digital communication systems is the one derived frommedian filtering(MF) approach [91, 90]. Theweighted
median filtering(WMF) technique can be expressed by

ŷ(n+K + 1) =





y(n+K + 1), if Ψ(y2K+1(n)) is true

MEDIAN
(
y2K+1(n),WMF

2K+1

)

otherwise
, (6.36)

whereWMF
2K+1 = W1,W2, ...,W2K+1 are2K + 1 weight samples,y2K+1(n) is a (2K + 1)-length vector whose

elements are given by 6.8,Ψ(y2K+1(n)) is a condition that can or cannot be satisfied,K is the maximum length of
impulsive noises that can be canceled, andMEDIAN

(
y2K+1(n),WMF

2K+1

)
is the weighted median filter. Note that

if Ψ(y2K+1(n)) is not considered andW1 = W2 = · · · = W2K+1 = 1, then the MF-based technique turns into a
traditional MF. On the other hand, if

Ψ(y2K+1(n)) =
|y(n+K + 1)−MEDIAN

(
y2K+1(n),WMF

2K+1

)
| < ρ

, (6.37)

whereρ is a threshold, then a conditioned (C) WMF is accomplished. In addition, ifW1 = W2 = · · · = W2K+1 = 1
in (6.37), theconditionedMF (CMF) technique proposed in [91] is obtained. In fact, numerical simulations have
revealed that only conditioned MF versions are able to show some interesting results in PL channels. This affirmation
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makes sense because the CMF is only an effective solution forimpulsive noises mitigation during the occurrence
periods of such noises. Note that (6.34)-(6.35) can also provide this kind of improvement.

Another promising class of nonlinear technique capable of reducing the presence of impulse noise is the one
emerged from soft computing or computational intelligenceparadigms such asneural networks(NN’s), wavelet net-
works (WN’s) and fuzzy systems(FS’s). These techniques are gaining widespread acceptance in a large variety of
fields, from engineering to commercial, from forecasting toartificial intelligence. The reason for such an increasing
interest resides in their intrinsic generality, flexibility and good performance in many applications where other methods
either tend to fail, or become cumbersome (in particular impulse noise cancellation).

Among NNs, WNs and FSs, one has to note that FSs (in particulartype-2 FSs) are being successfully applied to
several problems in which the degree of uncertainties is high and, consequently, traditional techniques have failed in
coping with such uncertainties in the following situation [73]:

• Measurement noise is nonstationary, but the nature of the nonstationarity cannot be expressed mathematically
ahead of time, e.g. time-series forecasting under variablesignal-to-noise ratio(SNR) measurements, communica-
tion channel under impulse noise presence;

• A data-generating mechanism is time-varying, but the nature of the time variations cannot be expressed mathemat-
ically ahead of time, e.g. equalization and co-channel interference reduction for nonlinear and time-varying digital
communication channels;

• Features are described by statistical attributes that are nonstationary, but the nature of the nonstationarity cannot
be expressed mathematically ahead of time, e.g. rule-basedclassification of video traffic.

As shown in [41], the use of computational intelligence based techniques to reduce the hardness of impulsive
noise at the channel output is a powerful technique. However, one has to note that the use of such technique demands
a training sequence at the Rx side for its training and, consequently, considerable computational burden.

Impulsive noise cancellation in DMT and OFDM systems

The following definition and nomenclature are considered for both orthogonal frequency division multiplexing
(OFDM) anddiscrete multitone transceiver(DMT) systems:

i) h = [h0 · · ·hLh−1] refers to the impulse response vector of the PL channel,w = [w0 · · ·wLw−1] is
the vector representation of the time domain equalizer responsible for shortening the channel impulse response.
H = [H0 · · ·HN−1] andW = [W0 · · ·WN−1] are vectors constituted by the DFT samples expressed by

Hk =
∑N−1

n=0
hne

−j(2π/N)nk, k = 0, ..., N − 1, (6.38)

and

Wk =
∑N−1

n=0
wne

−j(2π/N)nk, k = 0, ..., N − 1, (6.39)

respectively;
ii ) c = h ∗w = [c0 · · · cLc−1] denotes the vector representation of the shortened impulseresponse, whose length

and effective length areLh + Lw − 1 andLb, respectively. Since the filter for shortening impulse response,w, is not
ideal, thenc = cISI+cISIres , wherecISIres = [c0 · · · cL−1 0Lb cL+Lb−1 · · · cLc−1] is responsible for ISI component
that results from the fact thatw is not ideal andcISI = [0L cL · · · cL+Lb−1 0Lc−L−Lb] produces ISI if the length
of thecyclic prefix(CP)Lcp ≥ Lb − 1; 0LO denotes a vector composed ofLO zeros. Thekth samples ofCISIk and
CISIresk of the vectorC = [C0 · · ·CN−1] = [CISI0 + CISIres0 · · ·CISIN−1 + CISIresN−1 ] can be approximated by

CISIk
∼=
∑N−1

n=0
cISIn e−j(2π/N)nk, k = 0, · · · , N − 1, (6.40)

e
CISIresk

∼=
∑N−1

n=0
cISIresn e−j(2π/N)nk, k = 0, · · · , N − 1; (6.41)

iii ) the frequency representation of the additive noise in thekth sub-channel is given by

Vk = Vbkgr, k + Vnb, k + Vpa, k + Vps, k + Vimp, k , (6.42)

wherek = 0, · · · , N − 1,

Vbkgr, k =
∑N−1

n=0
vbkgr(n)e−j(2π/N)nk, (6.43)
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Vnb, k =
∑N−1

n=0
vnb(n)e−j(2π/N)nk, (6.44)

Vpa, k =
∑N−1

n=0
vpa(n)e−j(2π/N)nk, (6.45)

Vps, k =
∑N−1

n=0
vps(n)e−j(2π/N)nk, (6.46)

and
Vimp, k =

∑N−1

n=0
vimp(n)e−j(2π/N)nk; (6.47)

iv) the PSD ofx(n), v(n), vbkgr(n), vnb(n), vpa(n), vps(n), andvimp(n) in thekth sub-channel are denoted by
Sk, Sv,k, Sbkgr,k, Snb,k, Spa,k, Sps,k, andSimp,k, respectively.

Assuming that PL channel is time-invariant during a symbol transmission and its discrete time version is expressed
by (6.8), then the SNR for multicarrier (in particular OFDM and DMT) are given by

SNRk =





Sk|CISIk |2
Sv, k|Wk|2+Sk|CISIresk

|2 , if DMT

Sk|Hk|2
Sv, k

, if OFDM
(6.48)

whereN is the number of sub-channels andk = 0, · · · , N−1.Hk is thekth coefficient of the channel in the frequency
domain. The termsSk|CISIresk |2, k = 0, ..., N − 1, appear due to the fact that thetime domain equalizer(TEQ) [94]

is unable to ideally shorten the channel impulse response.
∣∣CISIk

∣∣2 , k = 0, ..., N − 1, are frequency attenuations of
the transmitted signals produced by the coefficients of thec(n) that lie inside the effective impulse response whose
length isLb. Sv, k |Wk|2 , k = 0, ..., N − 1, are the filtered noise generated by filtering the additive noise with the
TEQ, andWk, k = 0, ..., N−1, are frequency domain weights of the TEQ. As, all terms at the right side of (6.48) are
positive, a nonlinear technique for impulsive noise cancellation can be applied. If this technique does not affect other
components, then the SNR in thekth sub-channel can be expressed by

SNRk =





Sk|CISIk |2
Sbkgr, k|Wk|2+Sk|CISIresk

|2 , if DMT

Sk|Hk|2
Sbkgr, k

, if OFDM
. (6.49)

As a result, the following inequalities are valid:

Sk
∣∣CISIk

∣∣2

Sbkgr, k |Wk|2 + Sk|CISIresk |2
≥ Sk

∣∣CISIk

∣∣2

Sv, k |Wk|2 + Sk|CISIresk |2
(6.50)

and
Sk |Hk|2
Sbkgr, k

≥ Sk |Hk|2
Sv, k

. (6.51)

By applying the same idea to single-carrier andcode division multiple access(CDMA) systems, equivalent SNR
improvement can be achieved.

6.7 Channel Coding

the use of suitable error control strategies must be appliedunder the following two restrictions in order to ensure reli-
able communication in hostile environments such as power lines and to reduce the bit error rate [9]:i) PLC networks
shall operate with a signal power that has to be below a limit defined by the regulatory bodies andii ) the signal level
has to keep data transmission over PLC medium possible. Thatmeans there should be a certain SNR level in the
network making communications possible. Applications offorward error correction(FEC) and interleaving mecha-
nisms [75, 80, 77, 78, 79] are commonly found in digital communication systems to cope with the disturbances in PL
channels such as impulsive noises as well as strong ISI. FEC can improve the net throughput in noisy networks such
as PLC networks so that the requirement to repeat data packets is reduced. In a noisy PLC environment, particularly
in the presence of line synchronous impairments causing burst errors, modems with FEC can offer more reliable data
communication than non-FEC modems.

In case of errors with FEC and interleaving, the damaged datahave to be retransmitted by anautomatic repeat
request(ARQ) mechanism. The application of ARQ can reduce the errorprobability to a very low value and it is only
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limited by the remaining error probability ofcyclic redundancy check(CRC) code used for error recognition, or error
tolerance specified by a particular application [9].

According to [95], the interleaving of modulated symbols atthe Tx side, which are transmitted over a communica-
tion channel, followed by deinterleaving at the receiver disperse burst of channel-symbol errors or corrupted symbols
over a number of codewords or constraint lengths, thereby facilitating the removal of the errors by the decoding. Ide-
ally, the interleaving and deinterleaving ensure that the decoder encounters statistically independent symbol decisions
or metrics, as it would if the channel was memoryless. Interleaving of channel symbols is useful when error bursts are
caused by fast fading, interference, or even decision directed equalization.

To deal with the high-power impulsive noise bursts as well asstrong ISI in NaPLC and BoPLC systems imple-
mented with several modulation schemes, the use of Reed-Solomon codes, convolutional codes, turbo codes, bit-
interleaved coded modulation, trellis codes, space-time codes, and low density parity check LDPC codes [86, 96, 97,
98, 99, 83, 42, 100, 9, 82, 85, 84, 101, 82, 102, 103, 104] have been investigated the last few years.

From recent results in this field, one can note that a great research effort on the use of turbo coding and LDPC
coding techniques to improve the performance of digital communication system for PLC networks.

6.8 Multi-Carrier, Spread Spectrum, and Single-Carrier

The selection of a modulation scheme for PLC system has to take into account three major issues:i) the presence of
noise and impulse disturbances causing a relatively low SNR, ii ) the time-varying frequency-selective nature of the
channel, andiii ) regulatory constraints with regard to electromagnetic compatibility that limit the transmitted power.
A choice for a robust solution against PLC impairments as well as an adaptive one capable of overcoming the PLC
hardness should be selected. Regarding the former choice, one has to note that it refers to using standard digital com-
munication strategies to develop a reliable and robust digital communication system capable of delivering QoS for
the target applications. The latter choice is something totally new, because an adaptive digital communication system
has to be capable of selecting appropriate modulation, access, coding techniques and providing dynamically spectrum
allocation to achieve the system requirements. For doing so, cognitive radios, which are adaptive and extremely pro-
grammable, learning users’ preferences automatically adjusted to changes in the operating environment, have to be
applied to future and powerful PLC modems [105, 106, 107, 108].

In fact, PLC systems have to manage point-to-multipoint multiuser communications, share spectrum with other
well-established telecommunication system and deal with adverse and time-varying PL channel. Then, depending
on the target application, each modulation technique has certain advantages. For instance, for a lower-cost and low-
data-rate power line system, FSK seems to be a good solution.For higher data rates up to 1Mb/s CDMA offers the
advantage of using the its processing gain to meet radiationallowance limits [11]. Additionally, for low-data-rate
communication or NaPLC applications we can modulate digital signals onto the power lines by using modulation
techniques such as BPSK,phase shift keying(PSK),frequency shift keying(FSK),minimum shift keying(MSK), and
Gaussian minimum shift keying(GMSK) [109, 76]. However, for broadband applications, advanced techniques such
as M-ary PSK (MPSK), M-aryquadrature amplitude modulation(MQAM), and M-ary FSK (MFSK) have to be
applied [110, 9]. Additionally, to cope with the impairments of PL channels, PLC systems require robust and efficient
modulation techniques such asspread-spectrum(SS) andmulticarrier (MC) schemes [111, 112, 113]. Among them,
OFDM [114], DMT [86, 41, 88, 115] and CDMA have been analyzed for PLC applications. And, by performing a
fair comparison between DS-CDMA and OFDM systems for BoPLC downstream, one can note that OFDM achieve
remarkable performance and high flexibility in resources management, while CDMA guarantees good performance
and satisfactory allocation policies with simple and cheapreceivers [116, 117]. Recently, various combinations of
both schemes (MC-SS), likemulticarrier CDMA (MC-CDMA), have been proposed so far for BoPLC [100, 118].
The advantage offered by MC-SS schemes refer to the fact thatthey achieve very good performances in the case of
multiuser communications in difficult environments and, therefore, represent a potential solution for PLC system.

6.8.1 Single Carrier System

Single-carrier modulation is an attractive proposition from the complexity point of view [8, 119]. Despite that, single-
carrier modulation cannot offer more than 1 bit/s/Hz for PLCapplications [120]. This is due to the fact that PL channels
introduce strongintersymbol interference(ISI), then powerful detection and equalization techniques are demanded.
Additionally, deep frequency notches present in the PL channels prevent the use of linear equalizers, as the noise
enhancement they cause is a serious drawback on a very noisy channel, so only poor performance can be usually
achieved. In the access domain where typical delay spreads are around 10µs dramatic ISI would occur already for
data rates far below 100 kb/s [120]. Thus, the application ofexpensive channel equalizers cannot be avoided. So the
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advantage of simplicity in single-carrier modulation is lost. However, in [82] it is demonstrated that under the hardness
of PL channels corrupted by strong noise bursts, a single carrier system using a PAM technique along with a powerful
coding scheme based on LDPC coding is capable of surpassing the performance of DMT and OFDM system for PLC
applications. In fact, according to [121], a DMT or OFDM system is severely degraded by the hardness of PL channel
as well as the high-power impulsive noises.

6.8.2 Spread-Spectrum System

Spread spectrum is a type of modulation that spreads data to be transmitted across the entire available frequency band,
exceeding the minimum bandwidth required to send the information. SS systems come in several varieties: direct
sequence, frequency hopping, time hopping, chirp, and hybrid methods. Thedirect sequence(DS) spread spectrum
techniques have the ability to realize a multiple access structure in a simple way by choosing suitable spreading
sequences, that is, code-division multiple access, and hence is widely used in practical communication systems [100,
111]. In PL environments, SS system would show improved noise immunity over narrowband systems. They possess
numerous advantages such as robustness against non-Gaussian noise, interception difficulty, alleviation of multipath
interference using coherent RAKE reception, and narrowband interference suppression [122]. Additionally, it demands
low power spectrum density for data transmission.

Past contributions advocated that the effect of spread spectrum modulation is considered limited for PL channels,
because the useful bandwidth in these channels is under 30 MHz. However, recent contributions point out that the
useful bandwidth ranges from 1 up to 100 MHz [6, 5]. Then, one can take full advantage of the interference suppression
of SS techniques, because a large bandwidth is available in PL channel and, consequently, the maximum data-rate of
this transmission bandwidth can be enough for the use of a multiple access technique called CDMA, which allows
several users, possibly with different rate demands, to access the PLC channel simultaneously.

From recent results, it is expected a great research effort on the analysis and deployment of the CDMA for PLC
systems operating in the frequency range from 1 MHz to 100 MHz.

6.8.3 OFDM and DMT System

Recently OFDM and DMT have been proposed as very good candidates for transmission due to their merits in sim-
plifying channel estimation, and high bandwidth efficiencyand flexibility in high bit rates when applied to frequency-
selective channels such as PL ones. Following Shannon’s optimum transmission suggestion, as pointed out in [123],
the OFDM or the DMT achieves the highest performance in channels with frequency-selective fading and severe ISI.

The OFDM is, in essence, a kind of parallel digital modulation technique, which can overcome the multipath effect
by prolonging the symbol period of the transmitted signal. In the OFDM, a stream of high rate serial data is divided into
a number of streams of lower-rate parallel data by orthogonal subcarriers so that the symbol period of every subchannel
is lengthened. By doing so, then subband is so narrow that theassociated subchannel has a flat frequency response.
As a result, a frequency-selective channel becomes equivalent to a set of multiple flat-fading suhchannels and ISI is
decreased. Theinterchannel interferences(ICI) of the subcarriers can be eliminated theoretically bythe orthogonality
between the subcarriers, and equalization of the data with coherent detection simply amounts to a normalization by
a complex scalar, while incoherent detection does not require any further equalization. More important, each symbol
can be detected separately, an approach that can be extremely successful in preventing errors caused by strong channel
attenuation or noise in specific subhands. Hence, OFDM is robust against narrowband interference and high noise
levels [42, 124, 125]

The total bandwidth demanded by OFDM or DMT is divided into N parallel subchannels, and bits are assigned to
subchannels in direct proportion to the subchannel SNRs. The scheme that assigns the energy and hits to the different
subchannels is called a loading algorithm. In spite of its robustness against the frequency selectivity, which is seen as
an advantage of OFDM, any time-varying character of the channel is known to pose limits to the system performance
because it results in the lost of orthogonality. The occurrence of ICI appears because the signal components of a
subcarrier interfere with those of the neighboring subcarriers.

For PLC applications, coded-OFDM and coded-DMT systems have been not only investigated by scientific com-
munities, but also applied to commercial BoPLC modems [86, 126, 127, 128, 21, 42, 124, 120, 12, 129, 2, 15]. Further
development to increase the coded-OFDM or coded-DMT performance is on the way to overcome the weakness of
OFDM- and DMT-based system, (see [130, 41].

6.8.4 MC-SS Systems

The basic MC-CDMA signal is generated by a serial concatenation of classical DSCDMA and OFDM. Each chip
of the direct sequence spread data symbol is mapped onto a different sub-carrier. Thus, with MC-CDMA the chips
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of a spread data symbol are transmitted in parallel on different sub-carriers, in contrast to a serial transmission with
DS-CDMA.

The MC-DS-CDMA signal is generated by serial-to-parallel converting data symbols intoNc sub-streams and
applying DS-CDMA on each individual sub-stream. Thus, withMC-DS-CDMA, each data symbol is spread in band-
width within its sub-channel, but in contrast to MC-CDMA or DS-CDMA not over the whole transmission band-
width for Nc¿1. An MC-DS-CDMA system with one sub-carrier isidentical to a single-carrier DS-CDMA system.
MC-DS-CDMA systems can be distinguished in systems where the sub-channels are narrowband and the fading per
sub-channel appears flat and in systems with broadband sub-channels where the fading is frequency-selective per
sub-channel. The fading over the whole transmission bandwidth can be frequency-selective in both cases.

The use of MC-CDMA systems was analyzed in [100].The inherent spectral diversity of the MC-CDMA system
significantly improves the PLC system performance. Also, the MC-CDMA system is also more robust to the influence
of the impulse noise for the same reasons. Furthermore, for the MC-CDMA system, the infected tones can be easily
zeroed, resulting in almost no loss in the PLC system performance in the presence of impulse noise.

The performance of DS-MC-based system was discussed in [118]. In this contribution, the authors show that
adaptive DS-MC system with multiple access is suitable to backward and forward links of PLC networks.

Revising the literature about the use of combined SS and MC for PLC networks, few contributions are noted. In
fact, few researchers have put their attention on the advantages offered by the combination of SS and MC for BoPLC
and NaPLC applications.

6.9 Multiple Access

Multiple access is the ability of many users to communicate with each other while sharing a common transmission
medium. PL multiple-access communications are facilitated if the transmitted signals are orthogonal or separable in
some sense. The choice for a multiple access scheme depends on the applied transmission system within the physical
layer and its features.

Signals may be separated in time (time-division multiple access or TDMA), frequency (frequency-division multi-
ple access or FDMA), or code (code-division multiple accessor CDMA).

In a TDMA scheme, the time axis is divided into “time slots” that represent the accessible portions of transmission
resources provided by the multiple access scheme. The benefit of using TDMA is that it provides an upper bound on
access delay; thus, QoS is guaranteed. However, the difficulty in generating a synchronized clock signal in power line
networks between devices remains a problem [2].

FDMA scheme can be implemented in different transmission systems, such as spread spectrum and OFDM-based
transmission systems, which are considered suitable for BoPLC systems. Recently, the use of FDMA was investigated
in [118].

CDMA is implemented by using spread spectrum modulation while transmitting signals from multiple users in the
same frequency band at the same time. Information theory indicates that in an isolated environment, CDMA systems
achieve the same spectral efficiency as TDMA or FDMA systems only if optimal multiuser detection is used. However,
due to the low bit-rate achieved with CDMA, its use is very limited. However, one has to note that recent conclusions
about frequency range between 1 and 100 MHz for viable operation of PLC systems open the possibility for the use
of CDMA, wideband CDMA, and multi-user detection techniques for multiple access in PLC systems [131, 100].

6.10 Impact on Video, Image, and Audio Transmission

Multimedia content transmissions over PLs can provide low-cost and a simple solution for those applications that
need to transmit audio/video data. This can be accomplishedif requirements such as bandwidth, latency, and jitter to
the different nodes and traffic profiles coexisting in a PLC network are guaranteed by effectively combining resource
allocation algorithms, prioritization of outgoing trafficin different categories (best effort, low priority, high priority
service), node classification, and intelligent buffer management policies. For example, a real time video surveillance
system with both visual and motion detectors which transmits video over the power line would not require the expen-
sive investment needed to install video cables and telephone connection that offers security and good speech quality.
[132, 133, 16]

Although the power line network is an extremely harsh mediumenvironment for multimedia content transmission,
rapid development of technology is showing that this can be overcome in the near future. Since the existing PL
networks is already the most pervasive network in the world.PL networks reach into corners and rooms where most
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electronic devices are already plugged into power outlets and would not need additional networks. Then, PLC networks
can serve as the backbone network for multimedia content transmissions [134].

Despite that, video transmissions over power lines is not aneasy task because of the characteristics of the PL
channels which typically exhibits high error probability and relatively low transmission rates. Besides, the low-delay
requirements of multimedia signals can make unpractical the usual mechanism of acknowledgement and packet re-
transmission. The nature of these target applications brings with itself a new, more stringent set of requirements: higher
data rates to provide support for multiple HDTV streams, QoSmetrics must be met in terms of latency, jitter, and very
low frame error rates (for video and voice applications), and since many target applications require embedding of the
communications circuitry in consumer electronics equipment, the add-in cost must be as low as possible.

The development of powerful signal processing techniques capable of diminishing the impairments of PL channels
to video, audio and image transmissions will provide in the near future reliable and robust PLC networks capable
of delivering a wide range of multimedia content to residential, commercial and industrial facilities. In fact, few
contributions have addressed the issues that impair multimedia content transmissions in PLC networks.

6.11 Concluding Remarks

This contribution discussed the power lines for narrowbandand broadband data communications. Several key issues,
problems, and demands of NaPLC and BoPLC applications for investigations were highlighted. Special emphasis
was given to PL channel modeling, additive noise modeling, channel equalization with powerful fuzzy techniques,
impulsive noise cancellation, channel coding, modulationand multiple access schemes, and some issues related to
multimedia content transmission through PLC networks.

Some important questions that deserve attention by those involved or interested in the PLC are:i) the use of
cognitive ratio concepts for PLC modems;ii ) investigation of impulse noise cancellation and denoising techniques
together with interleaving and channel coding ones;iii ) development of BoPLC and NaPLC systems for MV lines;
iv) analysis of combined SS and MC systems, andv) investigation of schemes to provide reliable multimedia content
transmissions.
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7.1 Introduction

The proliferation of information access terminals and the growing use of applications (such as e-commerce, e-voting
and e-banking) involving the transfer of personal data makeit essential to provide reliable systems that are user-
friendly and generally acceptable. With conventional identity verification systems for access control, such as passports
and identity cards, passwords and secret codes can easily befalsified. Biometrics seem to provide a way of overcoming
some of these systems’ drawbacks, by basing verification on aspects that are specific to each individual.

For a long time the use of biometrics has remained limited to policing applications, but in view of its potential
advantages, this technology is now being considered for many other tasks. Commercial applications have thus been
developed, most often based on fingerprints or iris prints; these are currently considered to be the most reliable meth-
ods, but have the disadvantage of being intrusive, and are often disliked by users. This partly explains why their use
remains limited at present to professional applications (e.g. airport personnel access control), and why, up to now, they
have hardly ever been used for the general public, even though commercial products of this type are available.

Clearly, users are more familiar with methods based on face,voice or handwritten signature recognition, but the
level of performance of such applications is not yet high enough for their large-scale use to be a realistic proposition.
In view of this, combining several methods would seem to be a promising way forward, which remains to be validated.
Several American studies forecast a skyrocketing of the biometrics market, mainly as a result of the development of
electronic data transfer, particularly on the Internet. Atthe European level, there are few studies available at present,
and one of the EU’s current concerns is to rapidly obtain reliable forward-looking studies.

What has changed recently is the ability to digitize, store and retrieve biometric patterns and have them processed
by computers. Large scale deployments can thus be envisagedfor example border control, voter ID cards, national ID
cards, driver’s license, welfare disbursement etc. In these types of applications, biometrics must be considered onlyas
one element of a whole system that involves the use of sensorsto acquire the biometric sample, the transmission of data
from the sensor to a computer where matching will be performed after access to a huge database of stored templates.
It means that biometrics should not be evaluated alone but itis this system that must be designed and evaluated in its
entirety.

7.2 Overview of technical challenges: An already established technology still under
development

7.2.1 Architecture of a biometric system

Generally speaking, there are two phases in a biometric system (see Fig. 7.1): a learning phase (enrolment) and a
recognition phase (verification). In all cases, the item considered (e.g. finger print or voice) is recorded using a sensor
and digital data are then available (a table of pixels, a digital signal, etc.). In most cases the data themselves are not
used directly; instead the relevant characteristics are first extracted from the data to form atemplate. This has two
advantages: the volume of data to be stored is reduced, and greater anonymity is achieved in data storage (because it
is not possible to recover the original signal by referring to these characteristics).

The role of thelearning module is to create a model of a given person by reference to one or more recordings
of the item considered. Most of the models used are statistical models, which make it possible to allow for a certain
variability in individual data.
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Therecognition module enables a decision to be taken. In identification mode, the system compares the measured
signal with the various models contained in the data base andselects the model corresponding most closely to the
signal. In verification mode, the system will compare the measured signal with just one of the data base models and
then authorise the person or reject him. Identification may be a very difficult task if the data base contains thousands
of individuals. Access time problems then become crucial.
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Fig. 7.1.The various modules of a biometric system

7.2.2 What are the different types of errors a biometric system can make?

Biometric systems are often evaluated solely on the basis ofrecognition system performance. But it is important to
note that other factors are involved in the deployment of a biometric system. One factor is the quality and ruggedness
of the sensors used. Clearly the quality of the sensors used will affect the performances of the associated recognition
algorithms. What should be evaluated is therefore the sensor/algorithm combination, but this is difficult because often
the same sensors are not used in both the enrolment and test phases. In practice therefore the evaluation is made on the
basis of the recognition algorithm’s resistance to the use of various types of sensor (interoperability problem). Another
key factor in determining the acceptability of a biometric solution is the quality of the associated communication
interface. In addition to ease of use, acquisition speed andprocessing speed are key factors, which are in many cases
not evaluated in practice.

In the case of a verification system, two error rates are evaluated which vary in opposite directions: thefalse rejec-
tion rate (FRR) [rejection of a legitimate user called ”the client”] and thefalse acceptance rate(FAR) [acceptance
of an impostor]. In Figure 7.2 are drawn the distributions ofclients and impostors according to the response of the
system which in general is a real number (likelihood) (see [1]). The decision of acceptance or rejection of a person is
thus taken by comparing the answer of the system to a threshold (called the decision threshold). The values of FAR
and FRR are thus dependent on this threshold which can be chosen so as to reduce the global error of the system.

The decision threshold must be adjusted according to the desired characteristics for the application considered.
High security applications require a low FAR which has the effect of increasing the FRR, while Low security ap-
plications are less demanding in terms of FAR (see Figure 7.3). EER denotes Equal Error Rate (FAR = FRR). This
threshold must be calculated afresh for each application, to adapt it to the specific population concerned. This is done
in general using a small database recorded for this purpose.

7.2.3 Different problems with different scopes and challenges

We refer to [2] to identify three different ways of using a biometric system:
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Fig. 7.2.False rejection rate and false acceptance rate of a biometric verification system
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(i) Positive Identification (“Is this person truly known to the system?”). Biometrics can verify with high certainty
the authenticity of a claimed enrolment based on the input biometric sample. For example, a person claims that
he is known as Mr. X within the authentication system and offers his fingerprint; the system then either accepts or
rejects the claim based on a comparison performed between the offered pattern and the enrolled pattern associated
with the claimed identity. Commercial applications such ascomputer network logon, electronic data security,
ATMs, credit card purchases, physical access control, cellular phones, PDAs, medical records management, and
distance learning are sample authentication applications. Authentication applications are typically cost sensitive
with a strong incentive to be user friendly.

(ii) Large Scale Identification (“Is this person in the database?”) . Given an input biometric sample, a large-scale
identification determines if the pattern is associated withany of a large number (e.g., millions) of enrolled identi-
ties. Typical large-scale identification applications include welfare-disbursement, national ID cards, border control,
voter ID cards, driver’s license, criminal investigation,corpse identification, parenthood determination, missing
children identification, etc. These large-scale identification applications require a large sustainable throughput
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with as little human supervision as possible. In this case, the data base must include data that can characterize each
of the people in the base, and the system must then search for the person that best corresponds to what it observes.

(iii) Screening (“Is this a wanted person?”). Screening applications covertly and unobtrusively determine whether
a person belongs to a watch-list of identities. Examples of screening applications could include airport security,
security at public events, and other surveillance applications. The screening watch list consists of a moderate (e.g.,
a few hundred) number of identities. By their very nature, these screening applications do not have a well-defined
“user” enrolment phase, can expect only minimal control over their subjects and imaging conditions and require
large sustainable throughput with as little human supervision as possible.

Neither large scale identification nor screening can be accomplished without biometrics (e.g., by using token-based
or knowledge-based identification).

Service Device Storage Database size Accuracy
1:N Large Scale PC or smart cardLocal or central database Millions of people Low FAR

Identification
1:1 Positive

PC or hard disks
Smart card or

No database neededLow FRR
Identification/Verification local database

Screening PC or hard diskLocal or central databasesFew hundred of peopleLow FAR

Table 7.1.Summary of some characteristics associated to the above mentioned 3 types of applications.

Table 7.1 summarizes different characteristics associated to the three situations depicted above. Note in particular
that Large Scale Identification involves the storage of the data on a central database, contrary to verification applica-
tions with which the information concerning the person can be recorded, for example on a smart card held by the user,
which ensures a higher degree of confidentiality, but offer the disadvantage of potential theft or loss.

7.3 Description of different biometric modalities

Even if some modalities like iris or fingerprint can be considered as “sufficiently efficient”, it is interesting to also
envisage other inputs as the choice of one modality is linkedto acceptability or usage purposes. In this report, we
describe in more details 4 modalities: iris, fingerprint, DNA and face, even if there are other possible choices such as
voice, signature or gaiting.

7.3.1 Iris recognition

How does iris recognition work?

The iris (see Fig. 7.4) is an overt body that is available for remote (non invasive) assessment. Unlike other modalities,
face for example, the variability in appearance of any iris might be well enough constrained to make an automated
system possible based on currently available machine vision technologies [3].

Fig. 7.4.Iris image.

J.Daugman is a pioneer in the iris recognition area. He published his first results in 1993 [4], relying on the use of
Gabor wavelets in order to process the image at several resolution levels. An iris code composed of binary vectors is
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computed in this way and a statistical matcher (XOR, logicalexclusive OR operator) analyses basically the average
Hamming distance between two codes (bit to bit test agreement). This works has been patented by a US Patent (No.
4,641,349 entitled “Iris Recognition System”) held by Iridian Technologies, Inc (e.g. Sansar and IrisScan).

Another approach, in the framework of iris verification, introduced by Wildes [3], consists of measuring the cor-
relation between two images using different small windows of several levels of resolution and Linear discrimination
analysis to make the decision. Also, other methods for iris verification have been proposed, in particular relying on
ICA : Independent Component Analysis (a lot of research is now conducted in Asia on this modality).

Summary

The iris code obtained in the corresponding encoding process is the most precise print of all existing biometric tech-
niques, at the expense of rather constrained acquisition conditions (the camera must be infra-red, the eyes must be at
a very precise distance from the camera). These elements provide a very good quality of the initial image which is
necessary to ensure such a high level of performance. On the other hand they may generate a long time during the en-
rolment phase and the necessity of personal assistance [2].This method also requires a relatively expensive acquisition
system and necessarily involves the scanning of the eye, which can initially prove offputting to users. The resulting
reliability means it can be successfully used both for identification and authentication, an advantage which few other
techniques can offer.

7.3.2 Fingerprint recognition

State of the art

Most fingerprint processing approches use specific featurescalled minutiae as a description of the fingerprint. These
minutiae are composed of big details like starting lines, splitting lines and line fragments and smaller ones like ridges
ending, incipient ridges, bifurcation, pores, delta and line-shapes (see Fig. 7.5).

Automatic minutiae detection is an extremely critical process, especially in low-quality fingerprint images, where
noise and contrast deficiency can originate pixel configurations similar to minutiae or hide real minutiae.

Several approaches to automatic minutiae extraction have been proposed [5]: Although rather different from each
other, most of these methods transform fingerprint images into binary images. The images obtained are submitted
to a postprocessing which allows the detection of ridge-lines. The different fingerprint authentication systems can
be classified by their level of accuracy. The greater the accuracy needed, the more complex and naturally the more
expensive the system is. The classification of a system is based on the number of features (minutiae) that it can deal
with. The high-tech systems are able to exploit up to 80 points and also to distinguish between a real fingerprint and a
forged one (synthetic fingerprint). The most widely used in general use employs some 20 particular points. Since the
fingerprint is never captured in the same position, the verification algorithm must perform rotation and translation of
the captured fingerprint in order to adjust the fingerprint minutiae with the template minutiae.

The final stage in the matching procedure is to compare the sampled template with a set of enrolled templates
(identification), or a single enrolled template (authentication). It is highly improbable that the sample is bit-wise
identical to the template. This is due to approximations in the scanning procedure, misalignment of the images and
errors or approximations introduced in the process of extracting the minutiae. Accordingly, a matching algorithm is
required to test various orientations of the image and the degree of correspondence of the minutiae, and it assigns a
numerical score to the match. Different methods exist for processing fingerprints:

• The direct optical correlation is practically not used, because it is not very efficient for large databases.
• The general shape of the fingerprint is generally used to pre-process the images, and reduce the search in large

databases. This uses the general directions of the lines of the fingerprint, and the presence of the core and the delta.
Several categories have been defined in the Henry system: whorl, right loop, left loop, arch, and tented arch.

• Most methods use minutiae, the specific points like ridge endings, bifurcations, etc. Only the position and direction
of these features are stored in the signature for further comparison. - Some methods count the number of ridges
between particular points, generally the minutiae, instead of the distances computed from the position.

• Other Pattern matching algorithms use the general shape of the ridges. The fingerprint is divided into small sectors,
and the ridge direction, phase and pitch are extracted and stored.

• Very often, algorithms use a combination of all these techniques.
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Fig. 7.5.Minutiae of a fingerprint.

Summary

Fingerprint is, up to now, the modality that allows the best compromise between price, acceptability and accuracy
[5] and a lot of systems based on this modality are already operational. However, the latest evaluation results [6]
show that the performance of such a system deeply relies on the quality of the acquired images, in particular during
the enrolment phase. Moreover it seems that a not so negligible part of the population cannot be enrolled through
fingerprints (manual workers, persons with too wet or too dryhands etc.); the percentage is estimated at up to 1 or 2
% but it seems that this number can be decreased with the use oftwo or more fingers and adequate specific enrolment
processes for persons who present problems. Another point is the existence of a great number of different sensors
associated with various technologies which make the interoperability problem more difficult to solve because it is the
coupling of sensor and algorithms that is optimized by the designer of the biometric system and dissociating them may
lead to a noticable decrease in performance. Fingerprint isin general rather well accepted even if it has some forensic
connotations and it allows both identification and verification.

7.3.3 Face Recognition

State of the art

In more than twenty years of research, several methods have been tested with the aim of recognizing people from the
image of their face. Some of them are dealing with local features [7] like eyes, noise and mouth, while others consider
the appearance of a face (Eigen face [8] and Fisher face [9] methods) but no method up to now performs sufficiently
well, which means that a lot of research is still going on.

By 1993 several algorithms were claimed to have accurate performance in minimally constrained environments.
To better understand the potential of these algorithms, DARPA and the Army Research Laboratory established the
FERET program with the goals of both evaluating their performance and encouraging advances in the technology
[10]. The FERET database testing employs faces with variable positions, scales, and lighting in a manner consistent
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with mug hots or driver’s license photography. On databasesof fewer than 200 people and images taken under similar
conditions, all algorithms produce nearly perfect performance. Interestingly, even simple correlation matching can
sometimes achieve similar accuracy for databases of only 200 people [11]. This is strong evidence that any new
algorithm should be tested with databases of at least 200 individuals, and should achieve a performance over 95% on
mug shot-like images before it can be considered potentially competitive.

The latest face verification competition FAT 2004, held in conjunction with the 17th International Conference on
Pattern Recognition has shown that the best performance is obtained with a method based on independent feature
analysis rather than those working with either Eigen or Fisher face methods. It also showed that by degrading the
recording conditions (leading to images of lower quality),the results dropped from 1.39 to more than 13% of EER,
for a database of only 52 persons. Aging also significantly degraded the performances [12].

Summary

Face is considered at this moment as a relatively non accurate modality due to the presence of a lot of variability
(from 1.39% to more than 13% EER). Some are due to the different changes that can occur to the person over time,
like aging, wearing bears or not, glasses, hair etc. while others are related to environmental conditions (illumination,
textured background, poses, facial expressions). Therefore the performance highly varies depending on the recording
conditions and the context of application (static images orvideo, with uniform background or not, with constant
lighting conditions or not).

Face recognition is not efficient enough at this moment to deal with Large Scale Identification but it can be useful
in the context of verification or limited access control withconstrained acquisition conditions. It means that, during
enrolment, the person must face the camera at a fixed distanceand that the background is uniform. This will ease
the verification process while remaining acceptable for theuser. In the video context, no system can be considered
as sufficiently developed [10, 11] but there are promising new efforts using 3-D modeling in order to cope with the
problem of pose [13, 14]. Of course this may mean the use of sophisticated 3-D scanners in place of standard medium-
cost cameras, therefore increasing the cost of the global system which otherwise remain practicable.

However, due to the fact that this modality is well accepted and natural for the users, and that it has been introduced
as a standard in travel documents by the ICAO, a lot of research is being conducted to improve the accuracy of the
systems. A big increase in performance can be expected in thenext 5 years but this modality can never be expected to
be as accurate as fingerprint or iris due to its intrinsic variability and behavioral character.

Nevertheless for comfort applications (like access control to car, home or personalization of environment) which
imposes limited FAR constraints, using the face is still very interesting as it can be transparent but in this case an
association with other modalities has to be considered in order to reduce the error rates or to do a preselection of the
database.

7.3.4 DNA in Forensic Authentication

State of the Art

DNA Sequencing:DNA sequencing consists in the ordering the bases (A, T, G or C) of the DNA or of a fragment
of the DNA. This procedure is quite error-prone, depending on the quality of data.
In 1970, the dot matrix or diagram method was proposed by A.J.Gibbs and G.A. McIntyre to analyze the similarity
of the nucleotide or protein sequences (but not the whole DNAsequence)[15].
At the same time, Needleman and Wunsch used a dynamic programming algorithm to compute the similarity
between 2 DNA fragments. The disadvantage of this method is that it is time consuming, therefore it is impossible
to compare two sequences of 300 proteins (1088 comparisons,Waterman 1989) [15].
For this reason, the comparison of DNA segments is not used for the forensic applications, but DNA sequencing
is useful to store the DNA in a computer for further research.

DNA fingerprinting: the main type of forensic DNA testing consists of DNA fingerprint: DNA fingerprinting is
based on Restriction Fragment Length Polymorphism (RFLP) or Polymerase Chain Reaction (PCR).
Obtaining DNA fingerprinting is the result of a complicated laboratory procedure [16], which consists of taking
DNA from a cell, cutting it into many DNA segments by using appropriate enzymes, separating DNA segments
on a gel by using electrophoresis, attaching a colored probe(a small piece of DNA) to the gel and a pattern is
produced. This procedure makes a single probe’s DNA fingerprint.
The final DNA fingerprint is built by using several probes (5-10 or more) simultaneously. Figure 7.6 shows the
first DNA fingerprint constructed by Professor Jeffreys using 11 probes.
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Fig. 7.6.The first DNA fingerprint, produced by P. Jeffreys, September1984.

As a conservative estimate in [17], when using one probe to make the DNA fingerprint, the chance that two people
have the same fingerprint is 25% (in reality, this probability is less than 0.05). But, if we use 14 probes, the chance
that two people have the same final DNA fingerprint is about (0.25)14 or 1 per 268 million.
The set of probes, which is thus the DNA fingerprint, is visualised as a 1 D “bar code” and the DNA fingerprint
matching is just a numerical comparison which allows large-scale identification.
While effective at producing highly discriminatory patterns, this technology is slow, cumbersome and manual - it
couldn’t be automated.

Summary

Except for identical twins, each person’s DNA is unique. It can thus be considered as a “perfect” modality for identity
verification. However, the human DNA length is too big to allow the examination of the whole DNA sequence; in
general identification techniques look at some specific areas of DNA, which are known to vary widely between people.
The accuracy of this technique is thus very high allowing thus both identification and verification. Enrolment can be
done from any cell that contains a structure called the nucleus. This includes blood, semen, saliva or hair samples.
Acquiring these data may thus be felt as intrusive by people.At this moment, DNA analysis is performed in specialized
laboratories and is cost and time-consuming (roughly 4 or 5 hours for the whole procedure). Moreover there is a
complete lack of standardization which means that we are very far from being able to produce interoperable systems.

DNA usage is mainly forensic. Anyhow, future introduction,if possible, of a rapid, cheap DNA biometric authen-
tication technique will face acceptability problems as, unlike iris or fingerprint which just correspond to performing
some internal measure of the man, DNA is something that’s intrinsic to, and very detailed about, the person. Anyhow,
when using DNA for authentication, only a very small part of the genetic information is coded and this information is
unsufficient to go back to the initial genetic heritage of theperson.

So, it seems that it will be a long time before DNA printing canbecome a real time routine for biometric authenti-
cation. However, a Canadian Laboratory recently announceda proprietary DNA extraction process which would need
only simple equipment and need a time of only 15 minutes.

According to James F. Crow [18], the technical improvementsin the future will be of two types : more automation
and more accuracy in the existing processes. The author evenforesees that DNA analysis could be made in real time.
The other improvement concerns the building of new systems requiring very small amounts of material to provide an
identification. Future DNA forensics are likely to involve plants and animals, they will not be confined to human DNA
as each of us carries a unique constellation of viruses, bacteria and other parasites.

7.4 Evaluation of biometric systems

First, one can try to compare the error rates of different systems in each modality, using estimations of FAR (False
Acceptance Rate) and FRR (False Rejection Rate), but these results are only indicative as only some systems in a
restricted number of environments per application have been tested. In fact, the performance of the systems is highly
dependent on the test conditions and very often, the systemsare evaluated in laboratory conditions with a small
database and relatively good quality data. Moreover fair evaluation should include forgeries (natural or simulated) in
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the database and this is very rarely the case. Fingerprints and face are the subject of yearly independent international
evaluation [6, 10, 19] which now aims at testing more operational situations while no open evaluation on iris is being
conducted.

One must also notice that new systems show up continuously and that the performance is thus going to improve
continuously. This is in particular true for face authentication, the performance of which is still unsufficient for a real
applications. When trying to compare the results of different systems one has to note that the test results do not use
similar test methodology or datasets of similar scale. It would be fairer to provide the global ROC curves, instead of
FMR or FNMR.The technologies may not be directly comparablein the extent of specific applications.

As an illustration, we report in Table 7.2 what we consider asthe most accurate table available at this moment in
the literature [2]. FNMR denotes rejection rates also quoted as FRR in the literature. FMR are also called FAR (False
Acceptance Rates) in the literature. n/a denotes data non-availability.

Biometric Face Finger Iris
FTE % failure to enroll n/a 4 7
FNMR % rejection rates 4 2.5 6

FMR1 % verification 10 < 0.01 < 0.001
match error rate

FMR2 % large-scale
identification for database 40 0.1 n/a

sizes of 1 million
FMR3 % screening match

error rates for database 12 < 1 n/a
sizes of 500

Table 7.2.Typical biometric accuracy performance numbers reported in large third party tests.

The face recognition results are based on FRVT 2002 [20] and its extrapolation using Eyematic data. The finger-
print authentication errors are from [21] and assume use of right index fingers with no failures-to-enroll.

Both fingerprint screening and identification assume the useof 2 fingers. Fingerprint identification performance
reflects the state of the art AFIS (Automatic Fingerprint Identification System) performance based on 2 fingers against
a 6 million person database with no failures-to-enroll [21]. Iris FTE is from [22] and fingerprint FTE is from [23]. Iris
error rates are from ([24, p.121]). These numbers are based on what the authors [2] believe to be order of magnitude
estimates of the performance of the state of the art systems.

Concerning iris, Table 2 gives no results on Large Scale Identification and Screening because there is unfortunately,
at the date of writing, no public data base which enables the free evaluation of the algorithms that are commercially
available. The only independent known evaluation comes from [25] which indicates an FMR of 0% with a database of
roughly 2,000 people. Only Iridian [26] computed Large Scale Identification with 0% FMR and a Database of roughly
10,000 persons.

More generally, in the evaluation of operational biometricsystems, other criteria than performance have to be
taken into account, such as robustness, acceptability, facility of data acquisition, ergonomy of the interface, enrolment
and identification time. For example one has to take into account while choosing a practical fingerprint system, the ro-
bustness of the sensor to impacts, wrong or clumsy manipulation, dirtiness [5]. Likewise, the high constraints imposed
for the acquisition of irises may significantly increase theglobal enrolment or verification time capable of producing
compression problems in some applications. Moreover, wearing contact lenses or glasses may produce errors.

Note, that for any modality a relatively large part of the population is unable to enroll and this has to be taken into
account when facing a specific application. Alternative processes have always to be envisaged.

7.4.1 Resistance of the system to forgeries

A major characteristic of biometric recognition methods, against knowledge- and possession based methods is that it is
more difficult to reproduce or steal our biometric data than to try to guess a password or to steal an object. Nevertheless,
fraudulently reproducing biometric data is possible, but is very dependent on the modality, application and resources
being considered and availability of the data to be reproduced.

Different points should be considered in order to answer thequestion: Is it possible to fool a biometric system?
: the technical possibility to reproduce them artificially;the availability of the biometric data (with or without the
cooperation of the person); the possibility to design biometric sensors that are resistant to this kind of imposture.
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Let us consider the case of fake fingerprints: it is possible to reproduce artificially a fake fingerprint. Producing
a gummy clone of an available real finger is technically possible. [27] and [28] have shown that it is possible to fool
commercially available fingerprint scanners. While reproducing the ridge and valley structure is relatively easy, simu-
lating all the physiological properties of the finger becomes more complicated, without being impossible. Considering
the finger vitality detection problem, fingerprint sensors could be designed to detect physiological characteristics,such
as the pulse, the blood pressure, the sweating process. But,based on the knowledge of which of these characteristics
is checked in the sensor it is always possible to create a fakefinger with these characteristics. [28] argue that many
scanners can be fooled by heating up, flashing, humidifying.But as pointed out in [5] a fake finger that will fool all
the vitality detections barriers implemented in a fingerprint sensor, can still be built given enough resources.

As far as the availability of the biometric data, it is not easy to have a good three dimensional image of the
finger, while it is possible to use latent fingerprints left ondifferent surfaces and objects by the person. However,
reconstruction of a fake finger built from latent fingerprints remains quite complicated, and is less reliable. Concerning
iris, [29], it is also possible to introduce liveness tests into the cameras, but J. Daugman himself quotes that “Some low-
cost, consumer-oriented, handheld iris cameras do not incorporate any effective liveness tests, as Professor Matsumoto
demonstrated”. In fact, living tissue differs in many respects from artificial objects made of plastic, or printed images
on paper. In the case of the eye, there are aspects of physiology, and of the optics of a working eye, that can be
exploited. There are also behavioural tests of liveness. Some of these tests rely only on software, but some require
special hardware as well, to detect by means of physics that this is living tissue and not fake.

It is important to notice that, in general, the performance of the systems in verification mode (in terms of FAR)
are not published taking into account deliberate forgeries. The impostors are simply the other peole in the database
but not those who deliberately try to imitate the real trait of the person (except for signature verification where the
database contains imitations). So there is almost no way to predict the behavior of a biometric system in the presence
of deliberate impostors.

7.4.2 Multimodality

The use of several modalities can be considered in order to:

- Improve the efficiency of the global system
A single modality biometric system can be subject to a certain number of defaults leading to an expected or
unexpected high level of errors.
Some errors can be due tosome noiseassociated with the sensed data. It may be introduced in suchdata in many
different ways: by sensors (for example, a dirty fingerprint), by ambient conditions (for instance, poor illumination
for capturing someone’s face), or by the user (the voice of someone having a cold is a noisy input to the system).
As a consequence, when comparing the sensed data to a client’s references (the stored templates of such a client),
the biometric input may be incorrectly matched, and the usermay be falsely rejected.
A high level of errors can also be related toIntra-class variability. Biometric data may be variable from one
acquisition to another (depending for instance on the emotional state of the person). This intra-class variability
may be stronger for some individuals, especially when talking about behavioral biometrics (like signature or voice
or gaiting). Therefore, the biometric data acquired duringauthentication may be very different from the data
acquired during enrolment. This affects, of course, the matching process and may lead the system to failure.
A biometric trait is expected to bedifferential across clients, i.e. it has to vary significantly from one person to
another. Some modalities do indeed permit the identification of a person (fingerprints, iris), because of their high
discrimination capability while others are less effective.
Impostor attacks /liveness. A biometric system may be attacked with forged data, or genuine data of a dead person
may be presented to the sensor. Generally, behavioral biometrics (signature, voice) is more susceptible to attacks
since it is easier for forgers, but physical biometrics is also the object of such attacks (there is extensive literature
on how to make fake fingers) [28].
Using severaldifferent modalities together should help to deal with the points mentioned above, mostly when
using complementary biometrics such as behavioral and physical, discriminative or not etc. [30]. Indeed, multi-
modality has a clear impact on performance: research works have shown that multimodal systems enhance au-
thentication systems’performance significantly, relative to unimodal systems. Such systems have by construction
a higher discrimination capability and are more difficult toattack by impostors. Indeed combining fingerprint with
hand shape, or face recognition may circumvent the usage of fake fingerprints, as faces and hands are more difficult
to imitate than fingers. This is also the case for voice and lipmovements which are naturally correlated.
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- Provide an alternative
Considering two (or more) modalities does not mean using them at the same time. Indeed if we build a biometric
system relying on both fingerprint and face and if a person cannot enroll its fingerprint, because of the bad quality
of his finger, then it will be possible to use only his face image for verification. Non availability of a biometric
trait can also be temporary. Imagine a system functioning with iris and fingerprints. If one person during a short
period has a problem with his eye, so that it is impossible to perform the iris scan, the fingerprint system can be
used instead. The same thing occurs with people which would refuse to use a specific modality (for religious or
health purposes for instance). So the multimodality of the system allows a flexibility by providing an alternative to
the identification process.
When the modalities are considered at the same time, the fusion of the information provided by the different
modalities can be done at several different levels [31]: At the decision level : in this case each system takes a
decision and only at the end, the two (eventually contradictory decisions) are combined in general by a simple
AND or OR operation, leading to a lot of errors or rejection. In this framework, the performance of a “bad”
system can degrade those of the bi-modal system. More interesting is the case of fusion of scores. In this case, the
combination concerns the scores produced by the system before producing its final decision. In this framework, the
performance is always increased provided that the fusion scheme is adequately chosen [32, 33, 34]. In particular
this scheme allows the reduction of the importance of a less accurate modality to the benefit of a more accurate
one (case of face and fingerprint for example). In certain cases, the two modalities that are combined may be very
correlated. This is the case for example, of lip movement andvoice recorded together when a person is speaking.
In these cases, it is possible and interesting to fuse the information at an even earlier stage, namely just after feature
extraction and to build a unique system taking as input a combination of these features [35].

7.4.3 Application Issues

One has to distinguish between “Mass Identification” applications (border control, National ID cards, Visas etc.) which
demand a great level of security (very low FAR) and domestic,personal applications (ambient intelligence, personal
accesses to computers) for which the constraints are low FRRand friendly interfaces.

Mass identification involves:

• Storage of the data on a central Database
• High accuracy level
• User constraints for high quality enrolment

The size of the population may be a problem, when consideringaccess times to database, fluidity of the entire
process.

Interoperability is another issue : if we want a border control system to be used in several Schengen area entry
points, either we have to use the same system all over Europe,or we need the different systems to be interoperable
(which means the ability of software and hardware on multiple machines from multiple vendors to communicate).
Interoperability between different systems is achieved byusing common standards and specifications. At this moment,
the standardization of the data formats (for iris, face, fingerprint) is in rapid progress in the ISO- SC37 commission.

As far as only raw data are considered, these formats will indeed assure interoperability but some propositions
are also made concerning the standardization of templates (like minutiaes for fingerprints or face images with explicit
position of the eyes). Storing templates instead of raw datapresents the advantage of compressing the information and
insuring more security in case of attack. However, it will not allow complete interoperability. Moreover, as soon as
functional interoperability is wanted (interchange of algorithms from different vendors), there is a need for some soft-
ware interchange formats. The BioAPI specification language has been introduced for this purpose, but its use burdens
the whole identification system. It seems that such constraints are essentially suitable for verification systems (1:1)
while in the context of Large Scale Identification systems, they increase the processing time which can be prejudicial
for an operational system. Very few tests have been conducted so far concerning real interoperability issues which thus
remain a fundamental question. Let us just quote here from [36] that with the cooperation of organizations represent-
ing seafarers and shipowners, the International Labour Office ILO has just completed a six-week test involving 126
volunteer seafarers on the M.V. Crystal Harmony, a vessel operated by Crystal Cruises. The seafarers included men
and women from 30 countries and covered a wide distribution of ages and a diverse set of seafaring job categories.

The testing exercise involved seven biometric products submitted by various manufacturers. The ILO has found
that two of them met the requirement of global interoperability.

In the second type of applications, the focus is on transparency and comfort for the user. So non-intrusive biomet-
rics may be used such as video recording. In this case one can recover from a sequence of images, different types of
correlated information such as gaiting [37], voice in correlation with the face images. As none of these modalities is
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effective enough by itself they cannot be used alone. However, the redundancy that the joint use of all this information
will provide, will be an important tool to insure a final good reliability in the identification of the people.

Biometrics can therefore be seen as a way to simplify everyday life, reducing the number of keys, passwords and
pin codes that we have to memorize.

7.4.4 Biometrics as a way to increase privacy and anonymity and security

Biometrics presents users with the ability to protect and secure their privacy despite the ubiquitous nature of the
Internet and almost all forms of commerce, but due to the factthat in general, biometric data are stored in Large
Data Bases, one can also consider that privacy and security issues are not satisfied by the actual implementations of
biometrics. One interesting issue to this problem is to consider Biometric Encryption which is defined in [38] by Dr.
George Tomko as the use of the unique pattern in a person’s fingerprint as one’s private encryption or coding key.
Fingerprint is only an example but iris or other stable biometrics can be envisaged. This way, the fingerprint of one
person can be used to code the PIN allowing access to a bank machine. The coded PIN has no connection whatsoever
with the finger pattern. What is stored in the database is onlythe coded PIN. The finger pattern only acts as the coding
key of that PIN, any PIN. The fingerprint pattern, encrypted or otherwise, is not stored anywhere during the process. It
stays on the finger, where it belongs. But there is another benefit to all of this, and that is, true privacy: the operation of
successfully decoding the PIN confirms my eligibility for a service without having to reveal any personal identifiers.
Since I’m the only one that can decode the PIN, it is not based on trust. It is “absolute” privacy.

There is also an indirect benefit to privacy. We can continue to have a multitude of PINs and passwords, thereby
achieving “safety through numbers” versus one single identification with which to link everything.

The development of biometric encryption techniques is not an easy task because the image of the finger pattern
itself is “plastic” and does not remain stable. Each time that you place the fingerprint on a finger scanner, from a
holistic view, it may appear to be the same, but there are actually small differences in the pattern due to dryness,
moisture and elasticity conditions of the skin. In addition, cuts and scratches can change the pattern. It is somewhat
like “fuzzy” decryption. That is the challenge that developers of this new technology face. Furthermore, the system
must be built so that these PINs or keys can only be decoded with a “live” finger pattern. It must be immune from a
latent print lifted off an object, or a 3-D silicone replica of someone’s finger pattern. Some [39] solutions have been
already proposed and some patents [40] applied for, but thisstill remains a research topic as the fact that biometric
patterns are never exactly the same while doing different acquisition, renders the production of a private key, that needs
to be similar at each stage, very difficult.

7.4.5 Biometric data storage

As soon as only verification is requested, the biometric datacan be stored on smart cards kept by the user, which
provides him with the insurance that the data cannot be used without his own authorization, contrary to what happens
with a centralized database. Biometric verification/identification can also be realized through remote access, in this
case there is a need for a transmission of the biometric imageor template through a network. This means having a
highly secure connection. Watermarking may also be used in this case to insure that the transmitted data have not been
corrupted.

Of course smart cards can be lost or stolen. For this reason, the data that it contains must be encrypted but if the
information has been retrieved by a robber, it is necessary to be able to revoke it and to produce another template
which could be used for further identification. Revocation is easy when dealing with pin codes or passwords but not
with biometric traits as we cannot change our iris or our fingerprint. Cancellable biometrics is a new research field and
some preliminary propositions have been made.

One method of cancellable face biometrics is described in [41]. Considering a face image of a person, it is possible
to generate new images obtained after a filtering of the original image. The coefficients of the filter are randomly
generated thanks to a PIN code. Changing the PIN code means changing the filter and therefore changing the new face
image generated. It has been demonstrated that for face recognition and if the matching algorithm relies on correlations
this process does not affect the result of recognition. Moreresearch is needed to confirm these results on other face
recognition methods.

The use of such filtering is not straightforward for fingerprint or iris recognition, because it affects the quality of
the images and the accuracy of the minutiae detection (fingerprint) or texture analysis (iris). For iris, one solution isto
extract from the 2048 bit length code a smaller length and to use only this information in the matching process.

Much work has been made in the framework of encryption and watermarking in which the concern is how we
can protect the stored data. Even if the aims are different, cancellable biometrics can adapt some of watermarking or
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encryption method. The two most known techniques in watermarking or encryption are those developed by Rathan
Connell and Bolle [42] and Jain et al [43]. The first one, whichis more interesting for cancellable biometrics, relies on
the use of special deformations on an image (face, fingerprint) like grid morphing or random transformation like block
permutation. This watermarking technique can be easily adapted and turned into a cancellable biometric technique by
introducing a PIN code to generate the grid morphing coefficients or the block permutation parameters.

The second watermarking technique consists of embedding face information into the fingerprint one. In the recog-
nition process, the system reconstructs the face and the fingerprint image from the embedded fingerprint image.

It seems, at this stage of research, that cancellable biometrics can’t work without introducing a PIN code. We
can use the right iris instead of the left iris, or one of our ten fingerprints in order to introduce some cancellation in
our biometrics data, provided that enrollment has been realized with a large set of data, but it is not a completely
satisfactory solution.

From my point of view, there are still a lot of unsolved problems in the first type of applications (interoperability,
storage, accuracy). At this moment, different experimentsare being undertaken by several entities (Africa, Asia, US,
Europe, EU member-states, etc..) without any coordination. Let’s quote for example, the Nigerian National ID card
where fingerprints have been stored on 2D bar codes. 50 millions people were enrolled in 4 months, two years ago. A
project of a National ID card is now in progress in the Arab Emirates. The fingerprints will be stored on a smart card
and the check will be on the card itself (match on card).

Malaysia is developing a multi-usage biometric smart card while Large Scale Experiments of a system relying
on iris identification for border control are in progress. Itwill concern 2 million of air passengers. No smart card is
envisaged, the checking will be through identification in a database (1:n). Australia is developing an access checking
application for the flying staff relying on face verificationfrom the chip included in the passport (which means, with
the ICAO standard, the storage of the face on a contactless chip inserted in the passport). Interoperability is requested
[ref SAGEM, private communication]. France will introducethe principle of INES (Identité Nationale Electronique
Sécurisée) National Electronic Secured Identity, whichwill be certified by the government and necessary to obtain
either the CNIe (National electronic ID card) and/or the passport. This “identity” will associate alphanumeric data
from the civilian state and physical data (photo, fingerprint, signature).

In the second type of application, some products are alreadyavailable (see for example [44] for a list of products
and companies) but there is a lack of certification procedures for the market to develop widely. Use of videos (face,
gaiting) in the home environment is still an open issue and a potentially good topic for research which should lead to
interesting results in the near future. Note that the corresponding results will be also useful in a wider field than purely
biometrics, namely videosurveillance and tracking.

7.5 Conclusion

The introduction of biometric elements in a global identityauthentication system is often seen as a way to increase
security. There are still challenges considering biometicsystems for large scale identity verification. Large scale exper-
iments have been conducted in the past in non-european countries (Africa, Asia) and some are now being conducted
in Europe but it seems that this is done without any coordination and that the results are not widely spread and directly
reusable.

There is still a lack of independent evaluations and testings. NIST (National Institute of Standards) in the US and
CBAT (Centre for Biometric Authentication & Testing)1 in China are working in this direction. The BioSecure Net-
work of Excellence2, aims at becoming such an European Center for evaluation andtesting of biometrics algorithms
and systems. Biometrics can also be seen as a way to increase privacy and anonymity when considering personal
security needs. It would be nice to increase the education ofthe future users and operators in order to demystify this
topic which is still considered to some extent as science-fiction, as well as to continue to develop technical research in
relation to the actual needs of the citizens and the states.
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8.1 Introduction

Photonic crystals (PCs) are periodical structures of dielectric materials in one, two or three dimensions which allow
handling the light properties [1], [2], [3]. They are calledcrystals for the periodicity of the structure, similar to crystals,
and photonic because they interact with the light. The development in this area happened because of the analogy
between the photonic and electronic crystalline structures introduced by Yablonovitch [4], [5], [6]. These structures
have been studied for more than 50 years in one dimension, as an example of it we have filters and mirrors.

Photonic crystals (PCs) have attracted the attention of researchers because of their fascinating ability to suppress,
enhance, or otherwise control the emission of light in a selected frequency range by judicious choice of the con-
stant lattice, filling factor, and refractive indexes obtaining a complete photonic band gap (PBG), where light cannot
propagate through the crystal in any direction. Photonic crystal structures have a number of potential applications:
resonant cavities, lasers, waveguides, low-loss waveguide bends, junctions, couplers, optical switching, wavelength
multiplexing and demultiplexing and many more [1], [2], [3], [7], [8], [9].

In order to design new photonic crystal based devices, several approaches have been used, such as the Plane
Wave expansion (PWE) [1], [3], finite differences [2], the scattering matrix method [10], the cell method [11] and
the finite element method [7], [8], [9], [12], [13], which canovercome the limitations of the methods above referred
(convergence, starcaising, etc).

In this tutorial, the basic theory of the PC structures and the application of the finite element method in time and
frequency domains using perfectly matched layers and isoparametric curvilinear elements [14] for the analysis of finite
size photonic structures and devices such as cavities, filters and waveguides will be presented. The time domain ap-
proach includes current sources, the full band scheme, and the slowly varying envelope approximation, consequently,
bigger time steps can be used independent of the size of the elements [8], [15]. The transmission characteristics of the
structures under analysis can be determined and for the caseof resonant cavities, the resonant frequency, quality factor,
effective modal area, and field distribution for each mode can be obtained in a single simulation [13]. A computational
tool developed by the author, for the determination of band gaps of arbitrarily shaped geometries in 2D periodical
lattices, will be provided and its use will be explained [12]Additionally, a brief introduction to future works in this
area and several applications will be also presented.

8.2 Modal Analysis of 2D Photonic Crystal Structures

To study the properties of photonic band gap materials it is important to find if some bands of frequencies exist
(photonic band gap) where the propagation of the electromagnetic waves is prohibited in all the directions [1], [2].
In order to find these frequencies a lot of methods have been proposed up to now. Here, we use the Finite Elements
Method (FEM) which works with inhomogeneous media having curved shapes as well and a generalized eigenvalues
problem with large sparse (quasi band diagonal) matrices has to be solved [14], [16]. The 2D photonic crystals are
structures which have a transverse periodicity (yz-plane) and a longitudinal uniformity (x-axis). In order to study their
properties it is enough to deal with a unit cell, the atomic part of the periodic structure (Fig. 8.1), with appropriate
periodic boundary conditions [1], [2], [12].

We start from the second order wave equation in 2D given by,

∂

∂y

(
p
∂Φ

∂y

)
+

∂

∂z

(
p
∂Φ

∂z

)
= −qω

2
0

c2
Φ (8.1)



174 Rodrı́guez-Esquerreet al

Fig. 8.1. Periodic structures showing the unitary cell and the first Brillouin region for (a, b) square and (c, d) triangular lattices
respectively [12].

wherec is the speed of ligth in free space,Φ = Ex, p = 1, q = n2 for TE modes,Φ = Hx, p = 1/n2, q =1 for TM. The
fieldsEx andHx can be separated in their envelope and their fast component as,

Hz = hze
−jkzze−jkyy

Ez = eze
−jkzze−jkyy

(8.2)

By substituting (8.2) into (8.1) and applying the well knownGalerkin method [14], [16], and discretizing the compu-
tational domain using 6-node isoparametric second-order triangular elements [14] (Fig. 8.2) we obtain an eigenvalue
problem given by,
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For TE modes, [A] and [B] are given by [12],
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And for TM modes, [A] and [B] are given by,
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Fig. 8.2.6-node isoparametric second-order triangular element [14].

The matrices [A] and [B] are sparse and symmetric. The matrix [B] is positive and real,{φ} is the fieldhz or ez and
(ω/c) is the eigenvalue.

In order to deal with only the unitary cell, the periodical boundary conditions are imposed as shown in Fig. 8.3.
The dispersion curves computed by using the present algorithm for periodical structures in square and triangular

lattices of dielectric rods in air are shown in Fig. 8.4.

Fig. 8.3.Periodical boundary conditions for the unitary cell correspondent to (a) square and (b) triangular lattice, respectively.

8.3 Modal Analysis of 2D Photonic Crystal Waveguides

2D Photonic crystal waveguides can be obtained by introducing a defect along the structure [1], [2], [12], it can be the
complete removing, the change of the size or the refractive index value of some rows or columns. Waveguides formed
by removing a complete line of dielectric rods in square and triangular lattices as well as their respective unitary cell
are shown in Fig 8.5

To obtain the dispersion characteristics of waveguides, the same eigenvalue problem given in (8.3) should be
solved. In order to obtain the dispersion curves of the waveguides shown in Fig. 5, the eigenvalue problem should be
solved along theΓM andΓK directions for the square and triangular lattice, respectively. The periodical boundary
conditions are imposed for the fields at the right and at the left boundaries.

The guided mode for a waveguide obtained by removing a line ofrod in a square lattice with parametersn=3.4,
a=0.58µm andr=0.18a is shown in Fig. 8.6. The structure with no defect has a band gap between the normalized
frequencies [0.30 - 0.46]. When a line of dielectric rods is removed, a guided mode appears inside the band gap.

The developed algorithm for modal analysis of structures and waveguides based on the above formulation is
currently being used for the design and fabrication of photonic crystal structures and waveguides with circular and
elliptical holes [17], [18], [19], [20].



176 Rodrı́guez-Esquerreet al

Fig. 8.4.Dispersion curves for (a) square lattice of dielectric rod with n=3.6 in air andr/a=0.35 (b) triangular lattice of dielectric
rods withn=3.6 andr/a=0.33.

Fig. 8.5.Waveguides formed by removing a complete line of dielectricrods in (a) square and (b) triangular lattices, respectively.

8.4 Analysis of 2D Photonic Crystal Cavities: Time and Frequency Domains

Resonant cavities are formed by introducing point defects in the periodic lattice. These structures exhibit localized
modes in the band gap region with a very narrow spectra and high quality (Q) factor in a small area, becoming a good
candidate for laser fabrication [2].

Numerical simulation of defects in photonic crystals is essential for the study of the localized modes and it is
divided in frequency and time domain methods. In this tutorial, the finite element method (FEM) is applied in both,
the time and frequency domains [7], to further investigate the properties of PC resonant cavities.

We consider a finite size photonic crystal cavity on a 2D spatial domain on they − z plane with the axis of the
rods/holes parallel to thex axis as shown in Fig. 8.7 The cavities are formed by introducing point defects, in this case
by removing or filling the central rod/hole in a periodic array. The cavity is surrounded by PMLs to simulate open
boundaries and the variation in thex direction is neglected (∂/∂x = 0). As we can see from the geometry, the cavity
has two folded symmetry and only a quarter of the cavity needsto be computed.
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Fig. 8.6.Guided mode for a photonic crystal waveguide with parameters n=3.4,a=0.58µm andr=0.18a.

Fig. 8.7.Finite size 2D photonic crystal cavities with the rods/holes perpendicular to they−z plane. The boundaries are surrounded
by PMLs to simulate open boundaries (a) square and (b) hexagonal cavities.

8.4.1 Time Domain Analysis

The transverse electric (TE) and transverse magnetic (TM) fields are compactly described by the Helmhothz equation
considering an external current densityJ , as follows

−s q
c2
∂Φ

∂t2
+ sy

∂

∂y

(
p
sy
s

∂Φ

∂y

)
+ sz

∂

∂z

(
p
sz
s

∂Φ

∂z

)
= Θ (J) • âx (8.6)

wherec is the speed of ligth in free space,J is the density of current (external excitation),Φ = Ex, p = 1, q = n2,Θ
= -µ0∂/∂t for TE modes,Φ = Hx, p = 1/n2, q =1,Θ = −∇ ×(1/n2) for TM modes,n is the refractive index,µ0 is
the free space permeability, andˆax is the unit vector in thex direction.

Here,s, sy andsz are parameters related to the absorbing boundary conditions of PML type, and the parameters
is given by
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s =

{
1− j 3c

2ω0nd

(
ρ
d

)2
ln 1

R in PML regions
1 in other regions

(8.7)

wherej =
√
−1, ω0 is the angular frequency,d is the thickness of the PML layer,ρ is the distance from the beginning

of PML, andR is the theoretical reflection coefficient. The other parameters,sy andsz , take the values described in
Table 8.1.

Table 8.1.Values ofsy andsz

sy sz PML’s location
1
s
1

s
1
1

Perpendicular toy axis
Perpendicular toz axis
on the corners

Since the wave is considered to be centered at the frequencyω0, the field is given byΦ = φ(y, z, t)exp(jω0t),
whereφ(y, z, t) represents the wave’s slow-varying envelope and the current densityJ is given in the same way, i.e.
J = V (y, z, t)exp(jω0t) with V (y, z, t) being the slowly varying current density. Substituting this expression into
(8.6), dividing the spatial domain into curvilinear triangular elements, and applying the conventional Galerkin/FEM
procedure, we obtain the following equation for the slowly varying envelope,
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{φ} = {f} (8.8)

where the matrices [M ] and [K] are given by
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where{N} is the shape function vector,T denotes a transpose, andΣe extends over al different elements and{f}
represents the external excitation and is given by

{f} =

{
−
∫
µ0{N}

(
jω0 {Vx}+ ∂{Vx}

∂t

)
dydz for TE modes

−
∫
{N}

(
∇× 1

n2 {V }
)
x
dydz for TM modes

(8.11)

Here, the vector{V } is non zero only at the positions corresponding to the nodal points, where it is applied.
We use isoparametric curvilinear 6-node elements for the spatial discretization [14], see Fig. 8.2 The discretization

in the time domain is based on Newmark-Beta formulation [21]and following [22] we obtain

d2{φ}
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]
(8.12)

where∆t is the time step, the subscriptsi−1, i andi+1 denote the (i−1)-th,i-th and the (i+1)-th time steps, respec-
tively, andβ (0≤ β ≤ 1.0) controls the stability of the method. The marching relation is given as
[
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(8.13)
We solved (8.13) by LU decomposition at the first time step andby forward and backward substitutions at each time
step to obtain the subsequent field. The initial conditions are{φ}1={φ}0=0.
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TheQ factor is an important parameter of the cavity and tells us the number of oscillations for which the energy
decays toe−2π of its initial value. From energy time variation, we can obtain theQ factor as

Q = 2π
|Ut|2

|Ut|2 − |Ut+T |2
(8.14)

whereUt is the energy at an arbitrary time position,Ut+T is the energy after one cycle, and the cycleT corresponds
to the resonant frequency. A more general way to computeQ is

Q =
ω0(t1 − t0)
2 ln (φ1/φ0)

(8.15)

whereφ0 andφ1 are the amplitudes of the electromagnetic fields at the arbitrary timest0 andt1, respectively. Here the
time step used is at least 5 times larger than that one necessary if the fast variation is taken into account. It is important
when cavities with higherQ values are analyzed.

8.4.2 Frequency Domain Analysis

The frequency domain scalar equation governing the transverse TE and TM modes, over a 2D spatial domainy − z
including PMLs, free of charges (J=0), is obtained by replacing the operator∂/∂t with the factorjω0 in (8.1) as
follows
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The parameters in (8.16) are the same given in (8.6). Applying the Galerkin method to (8.16), we obtain
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[B]{φ} (8.17)

where{φ} is the vector field, and the matrices [A] and [B] are given by
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[B] =
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sq{N}{N}Tdydz (8.19)

The resulting sparse complex eigenvalue system is efficiently solved by the subspace iteration method [23]. We obtain
then the field distribution and its complex resonant frequencyω0. TheQ-factor of the mode associated to the complex
frequencyω0 is given by

Q =
Re [ω0]

2Im [ω0]
(8.20)

where Re and Im stand for the real and imaginary parts, respectively. The modal areaA is computed from the field
distribution as in [24],

A =

∫
n2|φ|2dydz

max(n2|φ|2) (8.21)

whereφ is theEx orHx field.
We analyzed several cavity configurations [7] and the results for a hexagonal cavity are presented here. This cavity

is formed by removing the central rod in 4-ring and 5-ring hexagonal lattices of dielectric rods with refractive index
n1 = 3.0,r = 0.378a in air (n2 = 1.0) [2]. See Fig. 8.7(a). We chose the lattice constanta= 0.7254µm to obtain the
resonance frequency atλc = 1.55µm.

Strategies to compute higher order modes will also be given and explained.

8.5 Power splitters for waveguides composed by ultralow refractive index metallic
nanostructures

The power splitting properties of metallic photonic crystal waveguides, where the mechanism of propagation is the
total external reflection, are investigated [25]. These waveguides are composed by an air core surrounded by a cladding
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Fig. 8.8.(a) Electric field distribution of the resonant mode for the 5-ring cavity after 1,024 fs, and (b) Energy spectra in the cavity,
showing the resonance at the normalized frequencyωa/2πc = 0.468 [2].

formed by a periodic arrangement of metallic wires on squareor triangular lattices [26], [27]. Power splitters can be
achieved by modifying the geometry at the splitting region by introducing a reflecting structure in order to increase
the transmission coefficient; some splitters based on thesestructures are analyzed by an efficient frequency domain
finite element approach. The proposed concept may open the possibility to design more sophisticated devices based
on these waveguides and splitters. It has been shown that waveguides based on an air core and a cladding composed
by a periodic structure of metallic wires, can effectively guide the light by total external reflection in the visible
and near-infrared spectral ranges (450-700 nm) with low losses. This guidance mechanism can be explained by the
fact that a composite metamaterial of metallic nanowires arranged into square or triangular lattices can be treated
as an homogeneous material for an incident electromagneticfield with a wavelength much larger than the unit-cell
dimensions. In addition, they can be engineered to show an equivalent refractive index lower than the air. Another
peculiar characteristic is the fact that in these kinds of waveguides it is not necessary the presence of photonic band
gap regions in order to obtain confinement of the light. The only constraint is that the equivalent refractive indexneq
has to be lower than 1.0.

We analyzed splitters based on square and triangular lattices of metallic nanowires, see Fig. 8.9, by and efficient
frequency domain finite element method [28]. The metamaterial is composed by 10 layers of cylindrical metallic wires
with constant latticea=200 nm, and radiusr =0.15a andr =0.1a for the square and triangular lattices, respectively. In
this way, the confinement losses in the cladding are minimized. We analyze such structures at single wavelengths and
the operating wavelength for each material as well as its correspondent complex refractive index are: silver: 500nm,
0.13 –j 2.90; copper 652.5nm, 0.214 –j 3.67; and gold 652.6, 0.166 –j 3.15. With these parameters we can ensure
that the equivalent homogeneous refractive index will be lower than 1.0 with low losses and the mechanism of guidance
will be the total external reflection.

Several splitters configurations have been analyzed and we found that the enhancement of the transmission coef-
ficient T is obtained by increasing the reflectivity at the splitting region. It can be done by including a solid metallic
structure (Fig. 8.9a) or by placing additional metallic rods marked in dark in Fig. 8.9b and Fig. 8.9c.

In all the simulations the input or illumination is a monochromatic wave with Gaussian profile in the transver-
sal section, with a beam-waist of 400 nm and centered at the entrance of the line defect (waveguide) and only the
TE polarization has been considered (Electric field parallel to the wires). The normalized transmission coefficient is
obtained by dividing the power at the output of the splitter by the power at the output of the straight waveguide. In
both cases the propagation distance is considered to be the same. In this way, we can obtain a transmission coefficient
independent of the waveguide losses and mode mismatch. In the absence of all loss mechanisms the maximum value
for the normalized transmission coefficient is 0.5 for each branch of the splitter.

First, we analyzed the case of the solid metallic structure (Fig. 8.9a) on square lattice. This splitter is formed by
removing the row of columns aty=0 and the column of rows atx=7.4µm. Then, we placed a solid structure with
vertices at (7.37, 0), (7.60,±0.3), and (7.63,±0.3). When the points at coordinates (7.37, 0) and (7.60,±0.3) are
joined by using a straight line, the computed normalized transmission coefficient for the structure made of silver is
26% and if these point are joined by using an arc of circle, it will increase to 36%. The curved surface acts as a
parabola, focusing the light coming from the straight waveguide to the branches. The arc or circle used pass by the
following three points: (7.37, 0), (7.50,±0.046), and (7.60,±0.3).

Another way to increase the transmission is by placing additional metallic rods with the same radius in the splitting
region (Fig. 8.9b). We observed an increment of the transmission to 37% (silver).
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Following the same principle, we proceed to design and analyze a splitter based on a waveguide on triangular
lattice of metallic rods (Fig. 8.9c). The waveguide was obtained by removing three rows in theΓK direction and
splitters for this particular waveguide have been analyzed, the transmission coefficient has been calculated to be 0.24
for silver rods. In this case, the resulting geometry for thesplitter on triangular lattices seems to be more complicated
than the one corresponding to square lattices and also its performance is low. Therefore, in the triangular case we can
split the light in two branches forming 60o respect to the input waveguide while in square lattices the light can be
split perpendicularly. The electric field distributions for the silver splitters on square and triangular lattices areshown
in Fig. 8. The computed values for the normalized transmission coefficients corresponding to splitters in the three
configurations and for different materials are shown in Table 8.2.

Fig. 8.9.Power splitter in waveguide composed by metallic silver rods and their correspondent electric field distributions [25]

The air core waveguides have some advantages over dielectric ones in the visible wavelength interval, such as,
the flexibility to engineer the cladding in order to obtain arbitrarily low values of equivalent refractive index and
the minimization of the losses by choosing adequately the geometrical parameters. It is expected also that air core
waveguide migth be less lossy than dieletric waveguides. Incontrast, the metamaterial waveguide designs presented
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here do not have the same confinement characteristics than dielectric waveguides but can propagate visible light for
several wavelengths.

Table 8.2.Transmission coefficients for the splitters analyzed (eachbranch).

TYPE I TYPE II TYPE III
silver 0.35 0.37 0.24
copper0.40 0.43 0.24
gold 0.33 0.37 0.21

Air core waveguides are also less lossy than waveguides based on metallic wires where the propagation mechanism
is the photonic band gap effect [29] and the existence of photonic band gap is not necessary for their operation. And
finally, the metallic structure is mechanically more robust, can operate at higher temperatures and metal components
can be used for wiring of future optoelectronic integrated circuits.

8.6 Frequency Dependent Envelope Finite Element Time Domain Analysis of Dispersive
Materials and Metallic Structures Operating at Optical Frequencies

To accurately perform wide-band electromagnetic simulations, the effects of the medium dispersion should be incor-
porated. Several approaches have been proposed for the analysis of dispersive media by using the frequency dependent
finite difference time domain (FD2TD) method [30], [31] and a few approaches by using the finite element time domain
method have been proposed until now [32], [33].

A formulation taking into account the total field and the recursive evaluation of the convolution is presented in
[32], its counterpart using the auxiliary differential equation (ADE) is presented in [33], where the formulation for
the slowly wave varying envelope and the use of the mutual difference method or ADE to evaluate the convolution
integral has been proposed [33]. The formulation in [32] hasthe limitation of the use of small time steps because the
fast component of the electromagnetic field is computed. In [33], although bigger time steps can be used, it increases
the number of unknowns and two simultaneous differential equations have to be solved.

In the method here presented [34] called slowly varying envelope approximation frequency dependent finite ele-
ment time domain by using the recursive convolution (SVEA-FD-FETD-RC), an accurate way to evaluate the recursive
convolution is introduced, consequently, larger time steps can be used without sacrificing calculation accuracy neither
increasing the number of unknowns.

The 2D scalar wave equation in frequency domain for the electric field can be written as

ω2µ0ε0εr (ω)Ex +
∂2Ex
∂y2

+
∂2Ex
∂z2

= jµ0ωJx (8.22)

whereµ0 is the permeability of free space,ε0 is the permittivity of free space,Ex is thex component of the electric
field,ω is the angular frequency, andJx is thex component of the current density.

In dispersive media like plasma and Debye materials, the relative permittivity is given as
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whereωp andνc are the plasma and the damping frequencies, respectively,εs andε∞ are the relative permittivity in
low and high frequencies, respectively, andτ0 is the relaxation time.

Substituting (8.23) into (8.22) and applying the Fourier transform, the time domain equations are obtained
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for Debye materials, whereϕ = exp(-bt)u(t), u(t) is the unit step function,⊗ denotes convolution, andb is equal to
νc and 1/τ0 for the plasma and Debye materials, respectively.

DefiningΨ = ϕ ⊗ Ex, under the consideration that the modulated signal varies slower than the carrier, we can
separate the signal in the slowly varying envelope and the fast component in the following way:Ex = U exp(jω0t), Ψ
= ψ exp(jω0t) andJx = V exp(jω0t), whereU , ψ andV are the slowly varying envelope signals andω0 is the central
angular frequency.

With this, the time derivatives ofEx andJx can be written as function of their envelopesU andV , through the
relations,
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hereω0 is the central angular frequency. Substituting these expressions into (8.24) and (8.25), we obtain
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for plasma materials, and

− ε∞c2 ∂2U
∂t2 −

(
2jω0

ε∞
c2 + εs−ε∞

c2τ0

)
∂U
∂t +

(
ε∞ω2

0

c2 − jω0
εs−ε∞
c2τ0

+ εs−ε∞
c2τ2

0

)
U + ∂2U

∂y2 + ∂2U
∂z2 −

εs−ε∞
c2τ3

0
ψ

= µ0

(
∂V
∂t + jωV

) (8.28)

for Debye materials, applying the conventional Galerkin procedure, and using second-order triangular elements for
the spatial discretization, the following matricial differential equation is obtained,

[A]
∂2 {U}
∂t2

+ [B]
∂ {U}
∂t

+ [C] {U}+ [D] {ψ} = {f} (8.29)

Here, matrices [A], [B], [C] and [D], and, the vector{f}, are the discrete counterparts of the operators and source
related to (8.27) and (8.28) under the SVEA, respectively. They can be easily identified from (8.27) or (8.28). Although
the resulting convolution for the SVEA includes a fast varying component into the integral, it can be computed accu-
rately, the slow component is linearly approximated in the interval (t, t+∆t), and the fast component is analytically
solved. Consequently, the following recursive relation isobtained,

ψi+1 = e−(b+jω0)∆tψi +
1

2jω0

[
Ui+1 + e−b∆tUi

] (
1− e−jω0∆t

)
(8.30)

where∆t is the time step, and the subscriptsi andi+1 denote thei-th and the (i+1)-th time steps, respectively. This
expression let us evaluate the recursive convolution usinglarger time steps.

The discretization of the envelopeU in the time domain is based on Newmark-Beta formulation [21],

d2{U}
dt2 = 1

∆t2 [{U}i+1 − 2{U}i + {U}i−1]

d{U}
dt = 1

2∆t [{U}i+1 − {U}i−1]

{U} = [β{U}i+1 + (1− 2β) {U}i + β{U}i−1]

(8.31)

the subscriptsi − −1, i andi+1 denote the (i − −1)-th, i-th and the (i+1)-th time steps, respectively. The resulting
linear system has been solved by LU decomposition at the firsttime step and by forward and backward substitutions
at each time step to obtain the subsequent field. The initial conditions are{U}2={U}1={ψ}1=0. The size of the time
step is just limited by the bandwidth of the simulation and the number of unknowns remains unaltered. In order to
avoid reflections, PMLs have been used [35].

Metal-dielectric composite nanostructures formed by periodical lattices of thin metallic wires embedded in a di-
electric substrate have attracted the attention of researchers. These devices are good candidates for applications in
optical frequencies due to the possibility to obtain equivalent homogeneous media with effective refractive index
lower than one or even negative values [sch03, sch04] by a judicious choice of the radius of the wires and the constant
lattice. The metal-dielectric structure analyzed is composed by an infinite in extension in they direction periodical
triangular lattice of thin metallic wires of silver with radiusr = 15 nm in free space with constant latticea = 200 nm as
shown in Fig. 9. The frequency dependent relative permittivity of silver at optical frequencies corresponds to a plasma
like behavior and can be obtained by usingωp = 2π ×νp = 2π × 2074.8 THz andνc = 105.2 THz in the plasma
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expression given in (8.23), these values are different from[26]. However, they fit in an excellent way the experimental
data corresponding to the permittivity of the silver given in [26].

Due to the curvilinear nature of the metallic wires, isoparametric triangular elements were implemented to model
accurately the geometry and numerical integration based on7-points formulas [36] was applied to assemble the ele-
mental matrices.

The transmitted, reflected and absorbed normalized powers of a plane wave for normal incidence to a metal-
dielectric composite nanostructure with 5 layers in the propagation direction have been computed by normalizing the
Fourier transform of the time variation of the electric fieldat the monitoring points 1 (reflection) and 2 (transmission)
with the Fourier transform of the incident electric field. InFig. 8.10 are shown the results obtained by using the
proposed method, which are in a good agreement whit those obtained in frequency domain [28]. The plane wave is
generated by a current density with a Gaussian variation in the time as in (8.32), whereT0 = 8 fs andt0 = 50 fs were
defined to have a sufficiently wide bandwidth, the time step size used was 0.4 fs and the central wavelength used was
λ0 = 1.0µm.

Jx = exp
[
−4 (t− t0)2 /T 2

0

]
(8.32)

We analyzed the photonic structure, discretizing only one unitary cell in they direction due to the periodicity and
PMLs were used in thez direction to end the computational domain.

Our results were found to be in good agreement with the analytical ones for the plasma and debye material slabs
or with those obtained by frequency domain simulations for the nanostructures. The time step used in SVEA is at
least four times larger than in the total field simulation to attain the same convergence, when the total field is taken
into account, the∆t necessary for the convergence has to be at leastT /30, whereT is the period corresponding to the
central frequency of the simulation.

Fig. 8.10.(a) Computational domain used for the simulation of the metallic-dielectric composite nanostructure formed by a triangu-
lar array of cylindrical wires of silver in air, with radiusr=0.015µm, constant latticea=0.200µm, and 5-layers in the propagating
direction (units inµm) (b) normalized transmitted, reflected, and absorbed powers of a plane wave at normal incidence at the
dispersive metallic-dielectric composite structure. Results obtained by the proposed time domain method (continuous curves) and
frequency domain results (squares, circles and triangles)[28].

8.7 Implicit and Explicit Frequency-Dependent Finite-Element Time-Domain FETD
Methods for Metallic Nanostructures Analysis

An explicit frequency-dependent algorithm based on the FETD method was newly presented [37] and its performance
was compared with an implicit one [38]. In this model, the frequency dependence of the permittivity is represented by
using a plasma model,εr (ω) = 1+ω2

p

/
(jω (jω + νc)), whereωp andνc are the plasma and the damping frequencies,

respectively. In this way the dispersion and losses are taken into account. The explicit algorithm is obtained following
the formulation of the implicit method [38], and using the central difference scheme for the time discretization in
(8.29) instead of the Newmark method, the conventional lumping process [39] can be applied in order to transform the
final linear system of equations in a simple multiplication process. This reduced considerably the computational effort
and resources.

In order to assess both the implicit and explicit algorithms, the transmission properties of a metallic PC in air on
square array have been computed for normal incidence of a plane wave to it.
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The metallic structure analyzed is a periodical square lattice of metallic rods of silver with radiusr = 100 nm
in free space as shown in Fig. 8.11, where the lattice constanta = 600 nm and the central column of rods has been
removed. The structure is composed of 5 layers of rods in thez direction and infinite number of rods in they direction.
The frequency dependent relative permittivity of silver isobtained by usingωp = 2π ×νp = 2π × 2074 THz and
νc = 105 THz in the plasma model. These values fit in an excellent way the experimental data corresponding to the
permittivity of the silver.

Fig. 8.11.(a) Geometry of the problem (b) transmission characteristics [37]

8.8 Numerical Platform for Band Gap Computation

A code developed by the authors for the calculation of dispersion curves and band gaps in periodical structures will be
freely distributed and its use will be also explained.

The software can be obtained from http://www.cefetba.br/professores/vitaly/pcmodeling, any doubt please contact
the author at vitaly@cefetba.br. The zip file contains the project files needed for the computation of PBGs in square
and triangular lattices. Please choose adequately the project you want to use. The computation of the PBG is explained
briefly and can be obtained by following the next steps.

First, the geometry of the unit cell to be analyzed should be drawn by using the commercial mesh generator
Geometry and DataR© (http://gid.cimne.upc.es). This software can be used in its educational version with the constrain
of meshing only some hundred elements. When the new geometryis already created, the refractive indexes should be
assigned, then the periodical boundary conditions have to be assigned in the following way: P1 (top), P2 (right), P3
(bottom) and P4 (left). Finally, the mesh is generated and the data that represents the discretized geometry (nodes
numeration, element numeration, refractive indexes of theelements and number of nodes with periodical boundary
conditions) should be exported.

The next step is to use MatlabR© and run the command PBG which call an m-file where the tranversal propagation
constants are generated and it also calls the executable filemodopbg.exe. The executable file was obtained by com-
piling the file modopbg.for, written in Fortran language, where the finite element algorithm has been implemented. It
assembles the global matrices [A] and [B], given in (8.4) and (8.5), and saves them as data files. Thesefiles are loaded
by the m-file and the eigenvalues system is then solved. More details can be found in the readme.doc file.

8.9 Applications, Future Work and Trends

Besides the applications here described, several other applications of photonic crystal devices will be discussed such
as

- Couplers
- Optical Filters
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- Bends in Waveguides
- WDM devices
- Switches.
Regarding future works in this fascinant area, firstly, we are considering the extension of the algorithms here pre-

sented for the analysis of 3D (three dimensional) structures in order to obtain results from more realistic simulations.
These algorithms will be able to model structures with complex geometries and the refractive index will be dependent
of polarization, light intensity, temperature and electric field intensity and for this purpose efficient solvers for the
resulting linear system of equations are required [40]. Secondly, the problem of synthesis of optical devices with a
determined transmission characteristic will be also analyzed. We will consider for this purpose the use of optimiza-
tion techniques such as genetic algorithms [41]. Finally, the analysis of photonic crystal fibers and devices is also an
interesting topic of research. [42], [43], [44].

8.10 Conclusions

In this tutorial, the basic theory about photonic crystals structures and several approaches by using the finite element
method in both, time and frequency domains for the analysis of photonic devices based on periodical structures have
been presented. It has been shown that FEM is suitable for this kind of analysis and our results are in good agreement
with those previously published. Also, several applications of devices based on photonic crystals structures have been
discussed.
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